
Preparation and Detection of
Ytterbium Rydberg Atoms and Molecules

Florian Pausewang

Masterarbeit in Physik
angefertigt im Institut für Angewandte Physik

vorgelegt der
Mathematisch-Naturwissenschaftlichen Fakultät

der
Rheinischen Friedrich-Wilhelms-Universität

Bonn

April 2025



I hereby declare that this thesis was formulated by myself and that no sources or tools other than those
cited were used.

Bonn, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Date Signature

1. Supervisor: Prof. Dr. Sebastian Hofferberth
2. Supervisor: Prof. Dr. Daqing Wang



Contents

1 Introduction 1

2 Ultracold ytterbium Rydberg atoms 3
2.1 Preparation of ultracold ytterbium atoms . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Rydberg excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Detection schemes of Rydberg atoms . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3.1 Rydberg state detection by few-photon probing . . . . . . . . . . . . . . . . . 9
2.3.2 Rydberg state detection by ionization . . . . . . . . . . . . . . . . . . . . . . 10

2.3.2.1 Electric field control . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2.2 MCP - Working principle and characterization . . . . . . . . . . . . 16
2.3.2.3 Further characterization of the ion detection . . . . . . . . . . . . . 22

2.4 Experimental sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 Ytterbium Rydberg atoms in electric fields 28
3.1 Field ionization of ytterbium Rydberg atoms . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Two-photon ionization of ytterbium . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 AC and DC Stark shifts of ytterbium . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3.1 Static dipole polarizability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.2 Light shift of the Control laser . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4 Ultralong-range ytterbium Rydberg molecules 46
4.1 Introduction to Rydberg molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Measurement considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Spectroscopy of Rydberg molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Permanent electric dipole moment of Rydberg molecules . . . . . . . . . . . . . . . . 57

5 Towards Rydberg nonlinear quantum optics 62

6 Conclusions 66

A Appendix: Details on fitting Rydberg molecule spectra 68

B Details on the Rydberg exitation in a cloud simulation 74

Bibliography 77

List of Abbreviations 84

iii



CHAPTER 1

Introduction

The ability to manipulate and control individual single photons is a primary goal in the broader field of
applied quantum science and in quantum optics [1, 2]. In the domain of nonlinear quantum optics, the
subject of this thesis, the primary challenge lies in the generation of effective photon-photon interactions
through strong coupling to matter and well controllable tunability of the light-matter interaction [3, 4].
Achieving this objective is of paramount importance for the fundamental exploration of the frontiers
of quantum physics. Furthermore, it is a critical component of the development of next-generation
quantum applications, such as the quantum-by-quantum control of light fields, single-photon switches
and transistors, all-optical deterministic quantum logic, and the realization of strongly correlated states
of light and matter [4].

One possible approach to this issue is by addressing it with Rydberg nonlinear quantum optics. This field
utilizes the strong atom-atom interaction between Rydberg states |𝑟⟩ in a two-photon excitation scheme
to create strong nonlinearities in an optical medium [3–5]. The central elements underlying this approach
are as follows: Firstly, using atoms that are highly excited to metastable states, so called Rydberg atoms.
These exhibit exaggerated sizes, polarizabilities, and lifetimes [6], resulting in long-range, van-der-Waals
dipole-dipole interactions between individual Rydberg atoms. That gives rise to a blockade mechanism:
A single Rydberg excitation suppresses further excitations to Rydberg states within a given Rydberg
blockade radius [7–9]. Secondly, employing the effect of electromagnetically induced transparency (EIT)
in a 3-level excitation scheme. EIT is observed as transparency of a resonant two-photon transitions in
a medium and is created by destructive interference of the quantum mechanical transition amplitudes
[10]. Another characteristic effect related to EIT is a slow group velocity in the medium [11]. These
two mechanisms facilitate the propagation of photons through the atomic medium by forming so-called
Rydberg dark-state polaritons. These are - due to the Rydberg character - interacting quasi-particles
comprised of light and collective atomic excitations [3, 12]. After a first demonstration in [13] this
concept was applied in multiple groups and experiments worldwide [5, 14, 15].

Our ytterbium quantum optics (YQO) experiment [16, 17] at the University of Bonn contributes to
this field by striving to realize photon-photon interactions in an elongated (one-dimensional) cloud of
ultracold Rydberg ytterbium atoms. A comprehensive theoretical framework for such few- and many-body
interacting quantum systems has already been established in reference [18, 19]. It is anticipated that the
employment of the alkaline-earth-like element ytterbium will yield substantial benefits. In particular,
a spin wave, created by a two-photon collective Rydberg excitation, will evolve in the medium with
a dephasing dependent on the wave vector mismatch and the temperature dependent atom movement
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Chapter 1 Introduction

[20]. Compared to other species, for ytterbium a longer coherence time of the spin wave is expected:
The wavelengths involved in excitation (399 nm, 395 nm) are similar, resulting in a reduced wave vector
mismatch and a diminished imprinted momentum. Furthermore, the ability to apply efficient cooling
schemes by utilizing the atomic transitions of ytterbium allows low temperatures and can reduce motional
dephasing. In the YQO experiment, we use the simplest isotope 174Yb. It is bosonic with zero nuclear
spin resulting in a ground state with the quantum numbers 𝐽 = 𝐹 = 𝐼 = 𝑆 = 𝐿 = 0. The atomic
closed-shell electronic structure, in conjunction with the absence of hyperfine splitting, facilitates an easy
state preparation and the narrow intercombination transitions enable effective laser cooling and trapping
[21]. The YQO setup combines a double-MOT system with optical dipole trapping to enable high atom
numbers and low temperatures. These are ideal conditions for conducting versatile Rydberg-mediated
nonlinear quantum optics experiments. The present experiment is specifically designed to investigate the
utilization of 174Yb from the standpoint of Rydberg nonlinear quantum optics.

However, additional research opportunities with our setup exist in the broader domain of atomic
and molecular physics pertaining to 174Yb in a dense atomic gas. The physics of the Rydberg states
of the atomic element ytterbium has yet to be thoroughly characterized in many aspects. While the
lower-lying states of ytterbium have been thoroughly characterized through spectroscopic analysis
[22–24], experimental characterizations of the properties of ytterbium Rydberg states, such as the
ionization behavior in electric fields [25] or Multi-Channel Quantum Defect (MCQDT) related effects
[26, 27], are still open and of fundamental interest [26].

In the course of my thesis work, the YQO apparatus was upgraded with a field ionization system
that employed ion detection via a Microchannel plate (MCP). A substantial portion of this thesis will
be dedicated to the optimization and characterization of this detection scheme. While the technique
is standard, theoretically established [6, 28] and employed in several Rb-based experiments [29–31],
the implementation with 174Yb revealed the unexpected ability to ionize low-lying Rydberg states.
This enabled state-selective detection of Rydberg excitations over a wide range Rydberg states. This
thesis demonstrates the application of the ion detection for high-precision spectroscopy, achieving an
excellent signal-to-noise ratio in dense Rydberg ensembles. The following applications are of particular
note: the characterization of AC- and DC Stark shifts1, the polarizability resonance [26] of 174Yb and
the investigation of ultralong-range Rydberg molecules. Such exotic molecules are a unique class of
ultra-long-range bound states formed when a highly excited Rydberg electron scatters with one or more
neutral ground-state atoms. Their formation was not yet observed in an ytterbium gas.

In this thesis, I start by introducing the experimental apparatus and techniques in chapter 2, with a clear
focus on the ionization setup and the ion detection system. Then, in chapter 3, I present experimental
results on the behavior of 174Yb in electric fields. This chapter provides an overview of the ionization
dynamics observed in the experimental setup focusing on the mechanisms of field and photoionization.
In addition, the energy level shifts that occur in static and optical electric fields are discussed. In chapter
4, I discuss measurements contributing to the characterization of the scattering processes leading to
Rydberg molecules. This chapter also includes the measurement of their permanent electric dipole
moment. Finally in chapter 5, I conclude this thesis with an outlook on the future research steps in the
lab, with focus on Rydberg nonlinear quantum optics with 174Yb.

1 The Stark effect is named after Johannes Stark - undoubtedly one of the most famous and infamous ”Nazi“ scientists [32].
This footnote is intended to raise awareness of this historical fact.
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CHAPTER 2

Ultracold ytterbium Rydberg atoms

As motivated in chapter 1, the aim of the YQO-experiment is spectroscopy of 174Yb Rydberg states
and Rydberg nonlinear optics. The key steps towards this goal are discussed in this chapter. The used
excitation scheme to Rydberg states is presented in section 2.2, the requisite for this step - the preparation
of ultracold ytterbium is explained in detail in section 2.1, and technical details on the detection of
Rydberg atoms are highlighted in section 2.3.1 with a focus on the ion detection system. I will start with
presenting fundamentals on the Rydberg physics of 174Yb required for the scope of this thesis.

n=27 n=41

Figure 2.1: Lu-Fano-like plot of selected 𝑆 and
𝑃 series of 6𝑠𝑛𝑙ryd

174Yb. For each series, the
fractional part of the quantum defect is plotted
versus the effective principal quantum number 𝜈. A
second set of axis shows the corresponding principal
quantum number 𝑛 and the quantum defect 𝜇 = 𝑛−𝜈.
Calculation was done with pairinteraction [27].

Introduction to Rydberg physics. In this work the
properties of highly excited, metastable atomic states,
so called Rydberg states, with large principle quantum
numbers between 𝑛 = 30 and 𝑛 = 100 are studied. Ry-
dberg atoms can be approximated as a positive charged
atomic core and an electron in a distance 𝑅. The ef-
fect of the internal structure can be approximated by a
quantum defect 𝜇(𝑛) and many species behave similar
to Hydrogen [6].

Many properties of the Rydberg atoms scale in first
order with the effective principal quantum number
𝜈 = 𝑛 − 𝜇(𝑛), e.g. the wavefunction radius ∝ 𝜈

2,
the energy spacing between |𝑛⟩ and |𝑛 + 1⟩ ∝ 𝜈

−3,
the lifetime ∝ 𝑛

3 the transition dipole matrix element
∝ 𝜈

−3/2. Effects emerging through a non-vanishing
second-order perturbation in dipole-dipole coupling
scale even more extreme: The 𝐶6 coefficients1 ∝ 𝜈

11

and the static dipole polarizability2 ∝ 𝜈
7 [6]. These

simple scalings will be reflected in many measurements
during the scope of this thesis (cf. chap. 3, 4). Since
Rydberg atoms have large 𝑛, they exhibit large polarizabilities, lifetimes, and sizes and in contrast small
binding energies close to the ionization threshold.
1 The 𝐶6 coefficients determine the blockade radius (cf. eq. 5).
2 The static dipole polarizability determines the DC-Stark shift (cf. eq. 3.13).
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Chapter 2 Ultracold ytterbium Rydberg atoms

However, in 174Yb due to the two-valence electron structure, many of these properties feature deviations
due to resonances and state mixing [26]. E.g., the Lu-Fano-like plot in figure 2.1 shows a crossing
of the quantum defects of the 𝑆-series with each of the 𝑃-series at 𝑛 = 41 and 𝑛 = 27, resulting in a
polarizability resonance at 𝑛 = 41 [26]. A measurement of this effect is presented in cap. 3.3.

2.1 Preparation of ultracold ytterbium atoms

A cold ensemble of 174Yb atoms provides the foundation for performing further Rydberg quantum optics
experiments. In this section the two main atom cooling techniques are introduced: Firstly, laser cooling
in a magneto-optical trap (MOT), and secondly, evaporative cooling in a dipole trap. In this experiment,
a double MOT setup to prepare cold ensembles of 174Yb atoms is utilized: a 2D MOT as atomic source
and a 3D two-color MOT for cooling in the science chamber. Additional evaporation and compression
in a dipole trap are used to reach the desired densities. The system is described and characterized in [16,
17]. This section provides selected information and details about the atom cloud preparation, that are
required for the following chapters of this thesis.

Double-MOT setup for low temperature laser cooling

Laser cooling basics. The fundamental principle of laser cooling of neutral atoms exploits momentum
conservation during the absorption and spontaneous emission process of atoms and photons with quantized
momenta 𝑝 = ℏ𝑘 (with wave vector 𝑘 = 2𝜋

𝜆
and wavelength 𝜆), resulting in an atomic recoil in the

photon’s emission direction [33–36]. In a two-level system, atoms moving with velocity 𝑣𝑧 towards the
laser beam can be selectively decelerated via Doppler cooling using the scattering force

𝐹scatt =
ℏ𝑘Γ

2
𝐼/𝐼sat

1 + 𝐼/𝐼sat + 4Δ2

Γ
2

[34],

where 𝐼 is the laser intensity, 𝐼sat the saturation intensity, Γ the natural linewidth, and Δ the laser detuning.
The resulting decelerating force from two counter-propagating beams along the axis 𝑧 in one dimension
is 𝐹molasses = −𝛼𝑣𝑧 , where 𝛼 is a damping coefficient.

Simultaneous to cooling the atoms, trapping the cooled atoms is achieved using a Magneto-Optical
Trap (MOT), which employs the magnetic field gradient from a quadrupole field generated by a pair
of coils in anti-Helmholtz configuration, that shifts atomic energy levels via the Zeeman effect. The
combined velocity- and position-dependent force along each beam propagation axis 𝑧 is

𝐹MOT = −𝛼𝑣𝑧 − 𝛼𝛽𝑧𝑧 with 𝛼 = 4ℏ𝑘2 𝐼

𝐼sat

−2Δ/Γ(
1 + (2Δ/Γ)2

)2 and 𝛽𝑧 =
𝑔𝜇𝐵

ℏ

𝑑𝐵

𝑑𝑧
[34].

where 𝑔 is the Landé-factor and 𝜇𝐵 the Bohr magneton. Applying this force with for beams in 2
dimensions results in a transversal cooling along one axis, a 2D MOT. Extending this technique to three
dimensions creates ”optical molasses” [35], which slows and confines atoms within a volume at the
intersection of the three pairs of counter-propagating beams. This is called a 3D MOT.

During the cooling process the competition between laser cooling and diffusion heating through the
random nature of spontaneous emission, the lowest temperature that can be achieved for two-level atoms
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Chapter 2 Ultracold ytterbium Rydberg atoms

without using sub-Doppler cooling is the Doppler temperature 𝑇𝐷 = ℏΓ
2𝑘B

[36].

Laser cooling of 174Yb. The in this experiment used isotope 174Yb has no hyperfinestructure.
Therefore, sub-Doppler cooling techniques used for other Yb isotopes, can not be implemented with
174Yb [36]. Cooling 174Yb requires an advanced cooling scheme, using multiple cooling stages.

Figure 2.2: Overview over the atom preparation setup. A 3D drawing of the dual-chamber vacuum system and
a cut through the xy-plane of the experimental setup is shown. Included are the laser configurations for the 2D
MOT, push beam, two-color 3D MOT, dipole trap, and Rydberg excitation. Adapted from [16].

Green MOT
λ = 555.8 nm
Γ556 = 2π×182 KHz
Is,556 = 0.14 mWcm-2

Blue MOT
λ = 398.9 nm
Γ399 = 2π×29.1 MHz
Is,399 = 59.9 mWcm-2

1P1

 1S0

3PJ

1
2

0

Figure 2.3: Relevant cooling transi-
tions and their properties. Adapted
from [16].

The cooling scheme for the alkaline-earth like atom 174Yb benefits
from the existence of intercombination transitions between singlet
and triplet states and relies on two transitions (cf. fig. 2.3): A blue
singlet transition 1

𝑆0 →
1
𝑃1 at a wavelength of 399 nm with a broad

linewidth, and a green intercombination line 1
𝑆0 →

3
𝑃1 at 556 nm

with a comparably narrow linewidth of Γ556 = 2𝜋 × 182 MHz. The
velocity capture range Δ𝑣 of a MOT scales with the linewidth Γ of the
atomic excited state [36]. The broad blue transition is used for initial
trapping. Precooling the atoms in the blue MOT allows recapturing
them in the green MOT. To reach low Doppler temperatures, the green
transition allows cooling down to a theoretical limit of 𝑇D, 556 ≈ 4 𝜇K.
In summary: A two-color MOT is an optimal combination.

The experimental setup for the cooling procedure of 174Yb atoms
comprises two separate vacuum chambers connected by a differential
pumping tube (cf. fig. 2.2): In an atom source chamber atoms are dispenser-loaded and transversally
cooled using blue 2D MOT. The chamber houses four dispenser-based Yb atom sources continuously
emitting atoms. The transverse cooling of the atoms is facilitated using a magnetic field gradient
generated by permanent magnets and four pairs of retroreflected, resonant 395 nm beams arranged in
a cross. Once cooled transversally, the atoms travel through a narrow differential pumping tube that
separates the two chambers, guided by a weak ”push” laser beam along the longitudinal axis to enhance
the transfer into the science chamber. The science chamber hosts the two-color 3D MOT. Large optical
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Chapter 2 Ultracold ytterbium Rydberg atoms

windows allow feature good optical access that enable dipole trapping, further excitation to Rydberg
states and imaging systems. The differential pumping tube isolates this chamber from background gas of
the atom source chamber, maintaining ultra-high vacuum (UHV) conditions necessary for long atom
trapping lifetimes. In addition, the science chamber is equipped with an electric field control, electrodes
for ion optics, and an ion detector.

t(ms)
100 ms60 ms2000 ms

Blue 3D MOT
(optically 
shielded)

Transfer Green MOT

Magnetic
fields

2D  MOT
power

Green MOT/
Shelv. detu.

2D  MOT
detuning

Push 
beam

Blue 3D 
MOT power

Blue 3D
detuning

Green MOT/
Shelv. power

0

0

0

Figure 2.4: Visualization of the loading sequence for the
two-color 3D MOT. The sequence includes stages for
broad-linewidth blue MOT, atom transfer, and narrow-
linewidth green MOT. Adapted from [16].

Putting all of these concepts together results in
a three-stage cooling sequence. Figure 2.4 shows
an overview. The process begins with the Blue 3D
MOT Stage. This phase runs concurrently with the
2D MOT and the push beam. The atoms arriving
from the 2D MOT are captured using light resonant
blue light. This stage is optimized for the highest
atom number and runs for several seconds until
the atom number saturates. Shelving in 3P state
with green light increases atom number in blue 3D
MOT by a factor 1.8. The temperature of atoms is
now about 15 mK. After initial loading, in a Blue-
Green Transition Stage. stage optical and magnetic
parameters are gradually adjusted to facilitate a
smooth handover to the green MOT. The intensity
of the blue laser beams is reduced, while the green
556 nm beams are introduced. During this stage,
the green laser frequency is broadened to increase
the capture range of atoms, ensuring a maximum
transfer efficiency into the next stage. In the final
Green MOT Stage, the system operates with only
the green MOT. This phase is optimized to further
cool the atoms reaching a thermal equilibrium at
temperatures far below the blue Doppler temperature.
To summarize: Such two-color double MOT cooling scheme enables both high atom numbers and low
temperatures. In numbers: The setup produces a cloud of ≈ 1.8 · 107 174Yb atoms at a temperature
below 10 µK in typically 2.5 s.

Evaporative cooling and compression

Even lower temperatures and high densities can be reached by employing an optical dipole trap for
evaporative cooling and compression.

Dipole trap basics. An optical dipole trap relies on the optical dipole force [37]. Laser light (with
an electric field amplitude 𝐸 = 𝐸 · exp (−𝑖𝜔𝑡) and intensity 𝐼 = 2𝜖0𝑐 |𝐸 |

2) induces an atomic dipole
moment 𝑝 = 𝛼𝐸 that oscillates with the driving frequency 𝜔. 𝛼 is the complex polarizability of the
atom. The interaction of the induced dipole moment 𝑝 and the driving field 𝐸 is given by the potential
𝑈dip. 𝑈dip is proportional to the field intensity 𝐼 and the real part of the polarizability ℜ(𝛼), which
represents the in-phase component of the dipole oscillation and governs the dispersive properties of
the interaction [37]. The resulting conservative force, the dipole force, is proportional to the intensity
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Chapter 2 Ultracold ytterbium Rydberg atoms

gradient, attractive towards intensity maxima for red detuning Δ < 0, and given by

Fdip(r) = −∇𝑈dip =
1
2
⟨𝑝𝐸⟩ = − 1

2𝜖0𝑐
ℜ(𝛼) · ∇𝐼 (r) [37].

To enable a trapping with minimal loss, so trapping with a low scattering rates and a high potential depth
a far red-detuned laser is used, exploiting that the dipole potential scales as 𝐼/Δ, whereas the scattering
rate scales as 𝐼/Δ2.

Consecutive evaporation of atoms at high temperatures is employed to achieve colder temperatures,
albeit with strong atom loss. This is achieved through the adiabatic reduction of the trap depth by
decreasing the power of dipole trap light. Conversely, a subsequent ramp-up of the dipole trap light
power can be employed to enhance the confinement of the atoms. This compression of the atom cloud
increases density and is accompanied by a rise in temperature.

174Yb in a dipole trap. A 1 070 nm laser at a high intensity of 𝐼 = 1 to 14 W can be used to trap 174Yb
atoms. After the MOT stages, the atoms are transferred into a crossed beam dipole trap. This transition
is accompanied by a further compression of the MOT. By evaporating 90 % of the atoms, temperatures
below 1 µK can be reached.

A 10 s evaporation down to followed by a 100 ns compression results in a cloud with the density
𝜌 = 3.18 × 1014 cm−3, atom number 𝑁 = 7.5 × 105, and temperature 𝑇 = 4 𝜇K.

2.2 Rydberg excitation

Probe

Control

P

C

C

 6s2 1S0

6s6p 1P1

6sns 1S0

|e⟩

|g⟩

|r⟩

399 nm

395 nm

Γ0 = 29 MHz

δ =
ΔP + ΔC

Figure 2.5: Level scheme for Rydberg
excitation to a state 6𝑠𝑛𝑠 1

𝑆0 with the
Probe and Control wavelengths𝜆𝑃 ≈ 𝜆𝐶
and their Rabi frequencies Ω𝐶 ≫ Ω𝑃 .
The single photon detunings Δ add up
to a two photon detuning 𝛿.

Subsequent to the preparation of the cold atomic cloud, a Rydberg
excitation of the atoms ensues. Excitation to Rydberg states
is challenging due to the small overlap of groundstate |𝑔⟩ and
Rydberg state |𝑟⟩ caused by the dipole matrix elements scaling
with 𝜈

−3/2, and the required deep-uv photons for a single-photon
transition. This challenge can be resolved by utilizing an excitation
pathway through an intermediate state |𝑒⟩. Specifically, in our
scheme, the 174Yb atoms are excited from the ground state |𝑔⟩ =
|6𝑠2 1

𝑆0⟩ via a two-photon transition over the intermediate state
|𝑒⟩ = |6𝑠6𝑝 1

𝑃1⟩ to Rydberg states |𝑟⟩ = |6𝑠𝑛𝑠1
𝑆0⟩. This is

illustrated in figure 2.5. A weak Probe, at 𝜆𝑃 = 399 nm, field
drives the transition |𝑔⟩ → |𝑒⟩ and a strong Control field, at
𝜆𝐶 = 395 to 398 nm, the transition |𝑒⟩ → |𝑟⟩. Excitation to
the Rydberg state is possible, as the big dipole matrix element
of |𝑔⟩ → |𝑒⟩ allows a weak Probe, and the small dipole matrix
element |𝑒⟩ → |𝑟⟩ is compensated by a strong Control field with
a high Rabi frequency Ω𝐶 . This three level-scheme is shown in
fig. 2.5.

In this excitation scheme is 𝜆𝑃 ≈ 𝜆𝐶 , Ω𝐶 ≫ Ω𝑃 , and we operate
usually at two-photon detuning 𝛿→ 0, the ”EIT”-case, or in the
far off-resonant case with 𝛿 = 1 GHz, the Raman-case. In the
latter one, the two-photon excitation via a virtual state is more
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Chapter 2 Ultracold ytterbium Rydberg atoms

probable than the single photon excitation to the intermediate state
since Δ ≫ Ω𝑃,Ω𝐶 . Additionally, due to the large Control detuning Δ𝐶 changing the Probe detuning Δ𝑃

by small values is equivalent to changing the two-photon-detuning 𝛿. The levels |𝑔 > and |𝑟 > can be
considered as an effective two-level system with Rabi frequency of

Ωeff =
ΩPΩC

4Δ
[38].

The ”EIT”-case will be discussed in chapter 5. In our experimental scheme Probe and Control are
counter-propagating with circular polarization resulting in a small absorbed momentum.
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Chapter 2 Ultracold ytterbium Rydberg atoms

2.3 Detection schemes of Rydberg atoms

In the experiment, two complementary detection methods are used to study the Rydberg excitation
dynamics in the atomic cloud: The transmission of the Probe beam and the ionizing the Rydberg atoms
for selective detection. With the first method, the interaction of the weak probe beam with the atoms
can be detected with single photon counters, as I will discuss in section 2.3.1. With the second method,
a high-voltage ionization field is applied to to ionize the Rydberg atoms, which are then guided to a
Micro Channel Plate (MCP) detector. An in-depth discussion of the method of Rydberg state detection
by ionization will is given in section 2.3.2.

2.3.1 Rydberg state detection by few-photon probing

The first detection method of Rydberg excitations in our experiment is to measure the transmission of the
Probe beam through the atomic cloud. Recalling the two-photon Rydberg excitation scheme presented in
section 2.2, the Probe beam drives the lower transition at 399 nm with and intensity of a few photons per
pulse. In this detection scheme, one can detect the transmission of those single photons while usually
varying the detuning Δ𝑃, similar to a classical spectroscopy measurement.

Science chamber

Control (395 nm) Single photon 
counter

Dichroic
mirror

Dichroic
mirror

(optional
ND-Filter)

Interference 
filter

Probe 
(399 nm)

Figure 2.6: Few photon detection setup. Probe and Control beam are counter-propagating through the atomic
ensemble. The Probe and Control beams are separated by dichroic mirrors and interference filters to reduce the
control photons back-scattering towards the single photon detectors. An Hanburry Brown-Twiss setup is connected
via a single-mode fiber. The four single photon detectors are multi-mode fiber coupled. If a measurement with
higher Probe power is performed, additional ND-filters can be inserted to not damage the single photon counters.

However, contrary to classical spectroscopy, at the few-photon levels spectroscopy is challenging as it
becomes very susceptible to small sources of noise. This is caused by the fact, that in our detection
scheme, we utilize the transmission as a tool to indirectly measure absorption of the medium. A
fundamental noise limit is given by the inherent quantum nature of light, the photon shot noise. Its impact
can only be reduced by averaging over a large number 𝑁 of independent trials resulting in fluctuations.
Here the signal-to-noise ratio (SNR) scales with 𝑁/

√
𝑁 =
√
𝑁 . In addition to this dominant quantum

noise, the detectors show unavoidable technical noise, e.g. due to dark counts or stray light. The full
spectroscopy setup may experience shot-to-shot fluctuations, mostly due to laser intensity noise or the
instabilities of the atomic ensemble. All of these noise sources contribute to the SNR.

It is fundamental for this detection scheme to be able to reconstruct the number of photons that interact
with the atoms per pulse from the transmission measurement. This is achieved by calibrating the
detection efficiency of the setup, shown in figure 2.6. Photon loss occurs in the following steps: The
Probe photons are collected with a single mode fiber, filtered with loss in frequency via interference
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filters that separate 399 nm Probe and 395 nm Control light, and collected by single photon counting
modules. The detection efficiency is given by 𝜂tot = 𝜂col · 𝜂Q where 𝜂Q is the quantum efficiency of the
detectors and 𝜂col is the collection efficiency of the photons from the experiment. The former is provided
by the manufacturers and cannot be verified by our means. The four used single photon counters 3 have
quantum efficiencies of 50.8 to 55.3 %. The latter can be estimated by measuring the transmission of a
classical intensity beam. The major photon losses are: 6 % at the glass cell window, 40 % at the first
single-mode fiber coupling, 20 % at each of the two interference filters, and 20 % at the last multi-mode
fiber coupling. Additionally, with our current configuration ND-filters have to be inserted when operating
at high Probe powers. This is required to increase the signal for the ion detection at low Rydberg states
and increases the overall loss drastically.

Overall (without the additional optional ND-Filters), this leads to a total detection efficiency of
𝜂tot ≈ 10 %. This efficiency limits the sensitivity of the setup for spectroscopy purposes. Nevertheless, a
precise calibration of the single photon counting system is possible and will be of use to calibrate the
absolute ion detection efficiency in the next section.

2.3.2 Rydberg state detection by ionization

In contrast to the detection method with single photons, the Rydberg state detection by ionization allows
the direct measurement of Rydberg excitations via an ion signal with a high SNR reducing the number of
repetitions required. This section gives a detailed overview of the technical aspects of the ion detection
system. The two main components are the electric field control (cf. sec. 2.3.2.1) and the ion detector,
which consists of a microchannel plate (MCP) (cf. sec. 2.3.2.2).

2.3.2.1 Electric field control

The two main objectives of the electric field control system are:

• Shielding the atoms from external electric fields, thereby reducing line broadening and mitigating
dephasing mechanisms. Since the static dipole polarizability 𝛼 of the 𝑛

1
𝑆0 Rydberg states scales

with the effective principal quantum number 𝜈7 [9], it is significantly larger than that of lower-lying
excited states. Consequently, Rydberg atoms are very sensitive to stray electric fields. In addition,
as described in section 3.3.1, the high degree of control on electric fields at the atoms can be used
to measure DC Stark shifts.

• Controlling Rydberg excitations in the atomic cloud. Created Rydberg atoms will interact strongly
with surrounding atoms (cf. chap. 5) and the number of Rydberg atoms will change the response
of the atomic cloud to excitation fields. The lifetime 𝜏 scales with 𝑛

3 [9]. Applying high electric
fields will ionize Rydberg atoms and reset the number of excitations to 0 to avoid Rydberg pollution
[39]. The ions produced by ionization can be detected by the MCP (cf. section 2.3.2.2). This
detection method provides a direct measure of the presence of Rydberg states and allows the study
of their dynamics.

Design and structure. The design of the electric field (E-field) control system is motivated by [40,
41] and was designed by Phillip Lunt [17]. The mechanical parts are illustrated in figure 2.7.
3 COUNT-100B-FC from Laser Component
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(a) Sketch of the electric field related components. (b) Picture of the inner parts of the science chamber.

Figure 2.7: Vacuum part of the electric field (E-field) control system. Probe and Control beam are parallel to the
x-axis. The atom beam from the 2D-MOT is parallel to the z-axis. Electrodes 1-8 are in an octagonal configuration
and voltages of up to ±10 V can be applied. The ionization electrodes (6,8) and the steering electrode (9) can be
switched to voltages of up to ±500 V in less then 50 µs. The front of the MCP (Electrode 11) is maintained at a
constant voltage of −2 kV, while the back of the MCP (Electrode 12) is set to −2.5 kV. A mesh (Electrode 10)
can be set to voltages up to ±10 V. A trajectory of the ions to the MCP is sketched in yellow. The CAD model was
created by previous YQOlers and the picture was taken before full assembly of the vacuum chamber.

Eight electrodes in an octagonal configuration with a distance to the atom beam of 19.7 mm can
compensate stray electric fields in arbitrary directions while allowing the application of homogeneous
fields in x,y, and z direction at the center of the electrodes. For this, pairs of electrodes can be set to
individual Voltages 𝑈+ and 𝑈−. Conversion factors from the voltage applied to the electrodes to the
electric field at the center of the electrodes for all three axes are provided in tab. 2.1. The values were
calculated with a Comsol simulation for a position centered between all electrodes. The conversion
factors are dependent on the position of the atomic cloud. From scans of the fields of individual
electrodes the resulting Stark shift of the atoms allows the estimation of the distance of the atoms to
each electrode. The atomic cloud position is estimated to have a maximum (worst-case) displacement of
1 mm. In general, the conversion factor 𝑐𝑦 for the configuration of the E-field 𝐸𝑦 in y-direction, is best
known as aligning the beams (and the position of the atomic trap) in y direction (the vertical axis) is
experimentally easier compared to aligning the horizontal axes.

The systematic error on the field conversion factor in y-direction 𝑐𝑦 due to atomic displacement can
be estimated from figure 2.8 where 𝑐𝑦 is plotted against the position 𝑦 for no displacement of the
atomic cloud as well as small displacements in 𝑥 and 𝑧-direction. This error estimation is based on the
assumption that the Comsol Simulation agrees well to the reality. The simulation does include only the
components of the science chamber that are displayed in figure 2.7. Nor can the simulation capture
small, accidental displacements of components during the assembly process that took place several years

11



Chapter 2 Ultracold ytterbium Rydberg atoms

ago. From figure 2.8, the uncertainties are

Δ𝑐 =

√︃
(Δ𝑐x-Displacement)

2 + (Δ𝑐z-Displacement)
2

=

√︃
(0.0038 (V/cm)/V)2 + (0.0025 (V/cm)/V)2 = 0.0045 (V/cm)/V .

Table 2.1: Conversion factors 𝑐i from applied voltage on electrodes to electric field for all three axes 𝑥, 𝑦, 𝑧. The
field in axis 𝑖 can be calculated as 𝐸𝑐,i = 𝑐i ·𝑈 with 𝑈 = 𝑈+ = −𝑈− being the voltage applied to the corresponding
electrodes. As electrode 1 has a malfunction, only one pair of electrodes is used for 𝐸x. One pair of electrodes is
used to create the high ionization field.

E-Field Conversion Factor c ((V/cm) / V) Electrodes at 𝑼+ Electrodes at 𝑼−

𝐸x 0.205 3 & 6 None
𝐸y 0.305±0.005 2 & 4 5 & 7
𝐸z 0.35 2 & 5 4 & 7

𝐸Ionization 0.196 6 & 8 /

Conversion factor uncertainty

Figure 2.8: Conversion factor for electrodes in configuration for field 𝐸𝑦 depending on the positions of the atomic
cloud. With this Comsol simulation a systematical error on the calibration factor 𝑐𝑦 can be estimated, based on the
measurement that the cloud position deviates less than 1 mm from the center.

To apply high fields for ionization of atoms, electrodes 6 and 8 can be switched to positive high voltages
(up to 500 V) within less than 30 ns and with electrode 9, the steering electrode, generated ions can be
directed to the MCP. For this purpose, electrode 9 can be switched from ground to 500 V. Since the
MCP is permanently set to a high voltage, it is well shielded and placed far away from the atoms. A mesh
placed in front of the MCP can be set to a small negative voltage, e.g. −0.05 V, to provide additional
shielding of the highly negative MCP and additional lensing and guidance of the ion beam.

The full connection from the computer control system to the electrodes in the vacuum via a feed-through
is illustrated in diagram 2.9. The two main purposes are: Firstly, a high degree of control over the
low voltage on each electrode during the Probe pulse, and secondly, the ability to quickly switch the

12



Chapter 2 Ultracold ytterbium Rydberg atoms

To
 v

ac
u

u
m

To
 v

ac
u

u
m

To
va

cu
u

m

R
 =

 1
 k
Ω

R
 =

 1
 k
Ω

C
C

C
 =

 1
0

0
 F
μ

R
 =

 9
4

 k
Ω

R
 =

 1
1

7
 Ω

R
 =

 9
3

 Ω
R

 =
 9

3
 Ω

R
 =

 9
4

 k
Ω

Fi
gu

re
2.

9:
Sc

he
m

at
ic

dr
aw

in
g

of
al

lp
ar

ts
in

vo
lv

ed
in

th
e

E-
Fi

el
d

co
nt

ro
ls

ys
te

m
.A

ll
ex

te
rn

al
vo

lta
ge

so
ur

ce
sa

re
m

ar
ke

d
in

bl
ue

.A
n

8-
ch

an
ne

la
na

lo
g

so
ur

ce
(+

/-1
0V

)c
an

ap
pl

y
lo

w
vo

lta
ge

st
o

th
e

el
ec

tro
de

s(
1-

8)
fo

rfi
el

d
co

m
pe

ns
at

io
n,

an
d

a
16

-c
ha

nn
el

an
al

og
so

ur
ce

(𝑈
=

0
to

10
V

)
pr

ov
id

es
an

ad
di

tio
na

lp
ot

en
tia

lf
or

op
tio

na
lx

-s
te

er
in

g,
a

po
te

nt
ia

l(
gr

ou
nd

in
g)

fo
r

th
e

m
es

h
(1

0)
an

d
in

pu
ts

ig
na

ls
to

th
e

se
lf-

bu
ilt

H
V

bo
x.

Th
e

la
te

rc
on

tro
ls

th
e

m
ag

ni
tu

de
of

th
e

H
V

.I
ns

id
e

th
e

H
V

bo
x

po
w

er
su

pp
lie

s
(A

pp
lie

d
K

ilo
vo

lts
,M

od
el

s:
H

P0
.5

PA
A

02
5

an
d

H
P2

.5
PA

A
02

5)
ge

ne
ra

te
co

ns
ta

nt
ou

tp
ut

sr
an

gi
ng

fro
m
𝑈

=
−2

.5
kV

to
+0

.5
kV

.T
he

H
V

po
w

er
su

pp
lie

sa
nd

fo
llo

w
up

ci
rc

ui
ts

ar
e

in
te

gr
at

ed
in

a
on

e
bo

x,
na

m
ed

he
re

H
V

-B
ox

.T
he

H
V

-B
ox

is
di

re
ct

ly
co

nn
ec

te
d

vi
a

a
fe

ed
-th

ro
ug

h
to

th
e

el
ec

tro
de

s(
11

)a
nd

(1
2)

of
th

e
M

C
P

an
d

to
th

e
H

V
an

al
og

sw
itc

h
(m

od
el

:
C

G
C

In
st

ru
m

en
ts

Si
gn

al
Sw

itc
h

A
M

X
T1

50
0)

.
Th

e
sw

itc
h

is
co

nt
ro

lle
d

by
th

e
co

m
pu

te
rc

on
tro

lT
TL

sig
na

l.
W

ith
an

in
-s

er
ie

sr
es

ist
or

𝑅
th

e
sw

itc
h

is
co

nn
ec

te
d

to
th

e
io

ni
za

tio
n

el
ec

tro
de

s(
6)

an
d

(8
),

an
d

th
e

ste
er

in
g

el
ec

tro
de

(9
).

A
n

ad
di

tio
na

ls
te

er
in

g
vo

lta
ge

ca
n

be
ap

pl
ie

d
to

el
ec

tro
de

(3
)b

y
us

in
g

a
fa

st
an

al
og

sw
itc

h
pr

ov
id

in
g

th
e

po
ss

ib
ili

ty
to

de
fle

ct
th

e
io

n
be

am
al

on
g

th
e
𝑥

-a
xi

s.
Th

e
se

tu
p

an
d

fig
ur

e
ar

e
ba

se
d

on
w

or
k

of
pr

ev
io

us
Y

Q
O

le
rs

,a
nd

w
er

e
re

w
or

ke
d

an
d

ex
te

nd
ed

in
th

is
w

or
k.

13



Chapter 2 Ultracold ytterbium Rydberg atoms

electrodes to a high electric field with a high repetition rate. To ensure a stability of the low voltage level,
two snubber circuits were optimized on the low voltage input of the HV switch. Increasing the stability
of the HV is challenging due to the requirement of precision at a high repetition rate. The next paragraph
discusses this in detail.

The HV power supplies do not operate properly under pulsed or rapidly changing loads. On short time
scales, especially during a cycle, this means that when ionization and control are switched between high
and low voltage, the electrodes are charged (current flows from PS to electrodes), and the power supplies
must provide a higher power output. To reduce the resulting unstable voltage output, an additional
capacitor with 𝐶 = 100 𝜇F is connected in parallel to the HV PS. The capacitor provides a reservoir of
electrons that stabilizes the voltage when a current flows to charge the electrodes. For safety reasons
and to allow faster voltage changes, a large discharge resistor with 94 kΩ is connected in parallel. The
maximum discharge time after switching on the HV power supply is 𝜏1/𝑒 = 𝑅𝐶 = 9.4 s. On larger
time scales, especially between two cycles, this has implications: When the voltage output of the HV
power supply changes, the 100 𝜇F stabilization capacitor imposes a large capacitive load on the HV
generator module. This large capacitance significantly slows down the response to step-like voltage
changes, and additionally causes strong oscillations that cannot be regulated by the internal power supply
PID (cf. fig. 2.10(a)). A possible solution is to insert a resistor 𝑅 between the HV power supply and the
capacitor to dampen or eliminate these oscillations. The resistor R should be chosen to achieve critical
damping. For the observed oscillation frequency of 3 Hz, theoretically 𝑅 = 1

𝜔𝐶
= 1

2𝜋 ·3 Hz·100 𝜇F ≈ 530Ω
can be calculated as an optimal value, in the optimization process a resistance of 𝑅PS = 1 000Ω was
found to lead to a critical damping of the oscillations. This discrepancy can be explained by the fact that
the HV power supply is part of the RC circuit, which makes the circuit with its internal components more
complicated. Due to the constant discharge of the 100 𝜇F capacitor, a current of 𝐼Discharge = 5 mA must
be supplied by the power supply in a steady state. A constant voltage of 𝑈 = 𝑅PS𝐼Discharge = 5 V will
drop across the resistor 𝑅PS = 1 000 kΩ. Therefore, as shown in figure 2.10(b), 1 to 2 % of the voltage is
not available for ionization and control.
The actual two-level switching of the low to high voltage signals is done with a commercial HV analog
switch. Achieving optimal high-voltage switching performance for our purpose requires the following
characteristics:

• short 10 to 90 % rise time,

• minimized oscillation at high voltage levels,

• stable high voltage across repeated pulses,

• rapid decay of the field after switching to low voltage,

• reduced oscillation at low voltage after switching, and

• functioning over a wide range of voltages.

To optimize the switching a resistor is added in series between the HV switch output and electrodes: For
steering 𝑅 = 117Ω and for the two ionization channels 𝑅 = 93Ω. The optimized switched signals4 are
shown in figure 2.11(a). Summary for switching to 500 V:

4 All high-voltage measurements were conducted using a Lecroy HP120 passive HV probe
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(a) Voltage hysteresis. Reaction of the high voltage box output
when changing the voltage with and without an additional
resistor 𝑅PS from 300 to 360 V. This is a (maximally expected)
typical step in scans with the voltage (ionization field) as an
iterator, cf. fig. 3.2(b).

(b) Settling time for voltage changes when switching from 0 V.
The typical voltage scan direction is increasing. Decreasing
the voltage leads to longer settling times and additional spare
cycles have to be added to exclude false voltages when resetting
the voltage to 0.

Figure 2.10: Voltage hysteresis and settling time curves.

(a) Switching to high voltage on ionization and steering elec-
trodes (6) and (9). The 10 to 90 % rise time is marked with
dashed lines and was calculated. Electrode (8) behaves identi-
cal to (6). A comparison to switching other voltages on the
electrode (6) is shown. Other voltages rise qualitatively similar
to switching 500 V, but relative size of oscillations increases
a little bit. A reason could be a change in impedance of the
complex circuit. The falling edges of the HV pulse has similar
properties.

(b) Stability of HV on (6) over 8000 pulses when switching to
500 V. Each data point is a mean over 10 tops of HV pulses,
each of duration 𝑡𝑑 = 100 µs. Varying the separation time
between pulses, given by 𝑡𝑠 − 𝑡𝑑 , changes the recharging time
of the 100 µF capacitor between pulses and increases the total
voltage. A steady state is reached after approximately 800
pulses. The here visible noise of the measurements is probably
mostly caused by the coarse sampling of the data acquisition
(Oscilloscope: LeCroy WavePro 404 HD).

Figure 2.11: HV switching performance.
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• The ionization voltage shows a 10 to 90 % rise time of 27 ns with oscillations of about 10 V at a
frequency of about 60 MHz.

• The steering voltage shows a 10 to 90 % rise time of 72 ns with oscillations of about 20 V at a
frequency of about 40 MHz.

The difference between the types of electrodes may be due to different electrode capacitances or small
differences in wiring and cable length. Due to the fast time scales and the larger distance of the steering
to the electrodes this does not affect the ionization process. Significant limits to the quality of high
voltage switching are given by (a) the required cable length in our system and (b) the cables used. Even
better switching quality could be achieved if the impedances of the commercial parts (SHV cables,
switches, electrodes) were perfectly matched a priori by the manufacturer.

2.3.2.2 MCP - Working principle and characterization

The science chamber is equipped with a Micro-Channel Plate (MCP) detector, which enables the detection
of ions that are created in the atomic cloud and guided to the MCP with ion-optics (cf. sec. 2.3.2.2)).

ION

SINGLE STAGE
MCP:

CROSS SECTION OF 
A TWO STAGE MCP:

Figure 2.12: Structure and operating principle
of a MCP. At the top, the effective area with a
multitude of microchannels of a single stage
MCP is shown. Below, the amplification of
electrons in a single channel is visualized. At
the bottom, a section through a two-stage MCP
is shown. Adapted from [42].

The Micro-Channel Plate (MCP) is a high-gain electron
multiplier used for in-vacuum detection of charged particles
and electromagnetic radiation, including electrons, ions,
ultraviolet rays, X-rays, and gamma rays. It operates as a
two-dimensional sensor and is widely used in time-of-flight
mass spectrometry, semiconductor inspection, and surface
analysis [43].

Working principle. When a voltage𝑉𝐷 is applied between
the input and output of an MCP, a potential gradient is
established along the length of the microchannels. An
incident electron entering a channel collides with the inner
wall, triggering the emission of secondary electrons. These
secondary electrons are accelerated by the potential gradient
and continuously strike the channel walls while generating
additional secondary electrons in a cascading manner. This
process leads to an exponential multiplication of electrons,
ultimately resulting in a highly amplified signal at the output.
This is illustrated in fig. 2.12. On top of that, the capillary
channels of the MCP are built-in at an bias angle with respect
to the normal of the plate. The bias angles are optimized for
maximal detection efficiency and additionally suppress self-
amplification of forward and backward propagating signals.
In the YQO experiment the MCP model F4655-13 from
Hamamatsu Photonics K.K. is used. It features a two-stage
MCP-system with 4 µm channel diameter, a bias angle of
12°, and an effective area of 165 mm2 [43].

An important quantity for our MCP is the gain, that refers
to the amplification of the initial ion signal. The measured
gain characteristics of the two stage MCP are shown in figure 2.13(a). The x-axis represents the applied
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voltage ranging from approximately 1.5 to 2 kV, with 2 kV rated as the maximum supply voltage. The
y-axis represents pulse amplitude in mV, which corresponds to the MCP gain. The shaded area represents
the range of recorded amplitudes, and a mean amplitude curve is shown. The measurement is based on
1000 pulses per MCP supply voltage. The plot indicates that as the applied voltage increases, the pulse
amplitude also increases with an exponential saturation at higher voltages.

The gain behavior observed in the plot agrees with the theoretical description of MCP gain characteristics
in [42]. The single MCP gain 𝑔 follows an exponential relationship with the applied voltage, given by

𝑔 = exp(𝐺 · 𝛼) with 𝛼 = 𝐿/𝑑 (2.1)

where 𝐺 is the gain factor, dependent on the secondary emission characteristics of the channel walls
determined by characteristics of the channel wall material and the electric field intensity inside the
channel (given by the applied voltage), and 𝛼 is the length-to-diameter ratio of the micro channels. The
gain increase with voltage is expected due to the increased acceleration along the MCP channels and the
enhanced emission of secondary electrons. The gain initially shows an exponential (linear when plotted
with the logarithmic scale) trend for low MCP supply voltages. For higher MCP supply voltages, the
gain begins to saturate due to space charge effects caused by electron cloud interactions that reduce the
efficiency of secondary electron multiplication.
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(a) Gain characteristics of the MCP. The negative signal
pulses are measured directly at the MCP output. Each data
point is a mean of 1000 pulses, that spread in the blue shaded
area.
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(b) Voltage dependence of detection efficiency. In two inde-
pendent measurements the countrate was measured directly
at the MCP output.

Figure 2.13: MCP gain and detection efficiency characteristics.

Additionally, the MCP supply voltage does not only effect the signal amplification (the gain), but also
the signal sensitivity (the detection efficiency). A measurement of this effect was observed by measuring
the number of detected ions at different voltages, cf. fig 2.13(b). This effect might have multiple reasons.
Firstly, a higher negative voltage on the MCP active area causes ions to steer more effectively towards
the detector. Secondly, a higher negative voltage causes an additional acceleration of ions, leading to a
higher number of primary electrons. Thirdly, the final acceleration might change the angle of incidence
of ions. During the course of this thesis it turned out that the detection efficiency of the MCP is very
sensitive to the incidence angle, with relative detection efficiency of 100 % if the ions arrive at the bias
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angle, and dropping to 50 % at normal incidence. However, the MCP holder was designed and mounted
without the knowledge of the relevance of this aspect. Fourthly, the probability of primary electrons
causing an electron avalanche effect, and thus a detectable signal, increases. For a maximum detection
efficiency the maximum MCP supply voltage was chosen for all further experiments.

To summarize, the detection efficiency for ions of the fully assembled isolated MCP is given by the
following factors:

• The MCP supply voltage. Demonstrated in figure 2.13(b).

• The energy (velocity) of incoming ions - given by the MCP supply voltage and the ionization
voltage.

• The incident angle of ions relative to the MCP bias angle.

• The position on the MCP. This is connected to the incident angle and the energy of ions.
Additionally, a slightly dark spot is visible in figure 2.16.

A two stage MCP has the advantage that in pulse counting mode incident weak signals (e.g. single
ions) are converted into a pulses with a good pulse height resolution (𝑃𝐻𝑅). The 𝑃𝐻𝑅 specifies the
dispersion of a pulse height distribution and can be defined as the ratio of the 𝐹𝑊𝐻𝑀 to the mean peak
pulse amplitude |𝐴| of the pulse height distribution. The maximum pulse amplitudes are reached at the
highest applied MCP supply voltage at 2 kV with an amplitude |𝐴| = 690 mV and 𝐹𝑊𝐻𝑀 = 280 mV
resulting in a 𝑃𝐻𝑅 = 0.41. By applying a threshold to the MCP output pulses, a binary signal can be
created. This last discretization step is performed by a streaming time-to-digital converter5.

+12V
Time Tagger

Input

MCP Anode
Signal

Connection wire
    of length l

Attenuator

Schottky diodes
Type 1SS315

Inverting Amplifier

Figure 2.14: Signal processing circuit between MCP anode output
and time-to-digital converter (Time Tagger) input.

With an amplifier the negative sig-
nal pulses of the MCP are inverted as
the used Time Tagger requires positive
input voltages between 0 to 3 V (recom-
mended), more precisely, the damage
threshold input is −0.3 to 5 V. Impor-
tant to note is, that occasionally MCP
pulses with amplitudes below −3 V
were observed. It is unclear what mech-
anism causes these high amplitudes be-
sides the typical statistical fluctuations of the pulse heights. A protection circuit (cf. fig. 2.14) after the
MCP will reduce the maximal pulse height of incoming pulses and also cut potential reflections with an
inverted pulse amplitude. This is realized by using Schottky diodes [44] that have a low forward voltage
drop and a very fast switching action. The forward voltage of the used Schottky diodes is 𝑉𝐹 = 250 mV
at forward current of 𝐼𝐹 = 2 mA for DC signals. For the fast MCP signals a reliable clipping was
observed at 1.2 V. This threshold is influenced by the current of pulses and the behavior of the diode
at fast signals due to the diode capacitance which is specified below 1 pF. To reduce possible signal
reflections and broadening, the circuit was built as compact as possible and with SMA components.

An attenuator of −8 dB before the broadband amplifier6 is chosen to adapt the output signal to the
specified optimal input voltages of the Time Tagger. Example signals can be seen in figure 2.20(b).
5 The Swabian Instruments’ Time Tagger 20 is used.
6 Ranging from 0.02 to 6 GHz the amplifier yields a frequency dependent amplification of about 13 dB. That is suited for our

signals with a Pulse-FWHM ≈ 1 ns.
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Another important characteristic are the counts of the MCP induced by non ion events. One can
differentiate between dark counts (experiment turned off - no atoms, no light and no fields) and background
counts (experiment turned on, but in a state with no production of Yb ions). The dark counts originate
from four main sources [42]: Firstly, spontaneous electric field electron emission from the channel walls
due to strong electric fields. Secondly, ionization of residual gases inside the MCP, generating free
electrons. Thirdly, photoelectron emission by electric field scintillation in the MCP support parts. In
contrast background counts are caused by 395 nm blue control, 1 070 nm dipole trap or room light.

The background counts can be reduced to an almost negligible fraction, when additionally gating the
Time Tagger to the time frame of ion arrival in the experimental cycle. The active time of the MCP is
only 20 to 100 µs. Next to the blue light induced counts the greatest contribution to the MCP signal in a
standard experimental cycle is the two photon ionization of Yb - also caused by the strong blue light.
This process is characterized in section 3.2.
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Figure 2.15: Amplitude spectrum under different exper-
imental conditions measured with an oscilloscope. For
each condition about 1000 repetitions were performed
and the distributions are normalized to an integral of 1.

Source Rate

Dark counts (0.28 ± 0.07) Hz
5.9 W of 1070 nm
dipole trap light on,
all other lasers turned off

(0.33 ± 0.07) Hz

All lasers off,
room light on (5.1 ± 0.3) Hz
280 mW of 395 nm
control light on,
all other lasers turned off

(1 382 ± 5) Hz

Table 2.2: MCP non-ionic count of different sources.
Measured at an MCP supply voltage of 1.9 kV. A
background due to the room light is visible in the
signal, but negligible in comparison to the signal pulse
repetition rate of 3 000 repetitions/s. The Control laser
is never active during the ion detection period an does
not cause background in the signal traces.

Additionally, electric ground fluctuations due to fast switching of ionization voltages can interfere
with the MCP signal. This can be eliminated by gating the MCP to be only active if no electric field is
switched. Background count fluctuations due to additional neutral atoms present with an active 2D Mot
where not observed.

Another interesting effect was observed when measuring the pulse amplitude histogram of dark,
background, and ion events, cf. fig. 2.15. The pulse amplitudes of the experimental condition “with
light, with atoms, with ionization” represents a superposition of dark, background, and signal ion events.
Clearly visible is that the signal ion events are shifted in the the pulse height distribution to higher values.

Ion optics and ionization voltage change. In the sections above, I presented a characterization of
the individual parts of the field ionization and ion detection system. In this section the optimization of
the interplay between ionization with different electric fields and the detection of ions is described.

Similar to traditional optics that deals with the control of light, ion optics uses electric fields to
manipulate the trajectories of ions. The capabilities of the ion optics setup are demonstrated in figure
2.16.
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Figure 2.16: Imaging of the MCP. The focused ion beam can be deflected in x- and y- direction (referring to the
coordinate system in figure 2.7). This can be used to image the shape of the grounded mesh in front of the MCP as
shown on the left. On the right is a reference image of the full setup taken with a camera. As the deflection field in
x-direction is inhomogeneous, a stronger deflection for a negative (attractive) fields is possible. Almost the entire
right side of the MCP can be scanned. The dark spot at (−5 V,390 V) is probably an artifact due to permanent
damage or particles on the micro channels. Apart from that, the detection efficiency shows little variation along
the x-axis. Therefore, no further x-steering is used for the here presented detection of ions.

The field ionization requires ionization with different electric field strengths. The homogeneous E-field
is applied in y-direction and accelerates the ions with kinetic energies depending on the applied field
strength. To guide the ions to the MCP the steering voltage has to be dynamically adapted as a function
of ionization voltage. The two criteria for a relation between steering and ionization voltage are: Firstly,
finding combinations of optimal parameters to maximize the detection efficiency and secondly, enabling
a scanning of the ionization voltage with a constant detection efficiency.

An important tool for the characterization is the two-photon ionization process of the 395 nm control
light (details can be found in chapter 3.2). By creating with a constant power of the control laser and the
same preparation procedure of the atomic cloud a fixed amount of ions at the position of the atoms, the
steering and detection of ions with different ionization fields can be studied decoupled from the applied
ionization field. The click rates of the detector are a measure of the relative detection efficiency.

As the detection efficiency is not homogeneous across the active area of the MCP (cf. fig. 2.16), I aim
to always hit the same position on the MCP with the beam of ions. A scan of steering and ionization
voltage (cf. fig. 2.17(a)) provides the relative detection efficiencies, similar to a horizontal scan of the
MCP at x-steering voltage = 0 in figure 2.16. The lower edge of the cone represents the upper MCP
edge and the upper edge of the cone represents the lower MCP edge. In first order these fixed points
on the MCP are hit with a linear adaption of steering to ionization voltage. This suggests that hitting
specific points on the MCP can be achieved by a linear relation. However, for low ionization fields, it
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was observed, that hitting the lower MCP is not linear for low ionization fields, while it is for the upper
MCP edge.

The best relation was found by using the following fit routine: A linear fit to the lower MCP edge (fit
characterized by the white crosses), a quadratic fit to the upper MCP edge by using only the first 10
slices (fit characterized by the gray crosses), fixing the intersection point of lower and upper edge at the
minimum ionization voltage, and finally, fitting a quadratic model with a fixed offset to the maxima of
each vertical slice of the cone. Fixing the intersection point turned out to be crucial to achieve a relation
with constant detection efficiency.

Initially a rough linear relation below was used, with the precise fitting routine, corrections were added.
The relation without corrections deviates only slightly from the quadratic relation, but it shows detection
efficiency drops of 10 to 20 %. This initial relation used for some threshold scans, and the detection
efficiencies were corrected with a measurement of the relative detection efficiency. Nevertheless, with
the fit routine presented above, I was able to find an even better relation that can be added as a correction
c. The full relation is given by

𝑉Steering = 1.362 × (𝑉Ionization + 0.142) − 0.155 + 𝑐 with (2.2)

𝑐 = 0.008 ×𝑉2
Ionization − 0.089 ×𝑉Ionization + 0.059 − (0.008 × (0.135)2 − 0.089 × 0.135)

Initial

(a) 2D Scan of the steering and ionization voltage. A careful fitting was
done. The inlet shows the fitting for low voltages. The edges of the MCP
and the fits agree very well. The non-zero points below the actual cone are
measurement artifacts introduced by a time-efficient scanning scheme.

(b) Relative detection efficiency along the relation
2.2 measured with ions of the TPI-process. The
inlets show regions were the detection efficiency
displays deviations. For high fields, the steering
is limited and for low fields, the delivery time gets
extremely long, leading to a high sensitivity.

Figure 2.17: Illustrations of the steering-ionization voltage relation.

As a final characterization step, the relative detection efficiency of ions was measured as a function of
ionization field while the steering field was adapted with the new relation. In figure 2.17(b) one can
see, that the detection efficiency is for all ionization fields stable to a level of 2.5 %. Due to the limited
steering voltage, only ionization fields up to 74 V cm−1 can be applied. For low ionization fields the
sensitivity of slowly traveling ions to any perturbation is increased and the detection efficiency shows
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slightly higher fluctuations.This provides the basis for the threshold measurements in section 3.1.2.
The central limitation of this system is that even small changes in the system, e.g. a simple realignment

of the dipole trap that changes the initial position of the atoms and the trajectories, can introduce
fluctuations in the detection efficiency of the MCP.

2.3.2.3 Further characterization of the ion detection

To gain a better understanding of technical details, more detailed measurements are presented in this
chapter. The detector shows a non-linearity in detection efficiency for high ion counts. The final goal is
to assess absolute values for the detection efficiency to the ion detection system.

Multi ion events and correlation of counts. The ions created by ionizing the excitation of one
probe-control pulse arrive after the voltage dependent delivery time as a pulse at the MCP. An example
of a single ion pulse measured as a time trace can be seen in figure 2.18(a). Each ion event results in
a peak with a FWHM of about 2 ns. This FWHM is increased from the FWHM of MCP pulses due
to the signal processing circuitry. The trace shown shows multiple ion events. Several aspects I want
to mention here: First, multiple ions can arrive at the MCP within the dead time of the time tagger.
Second, it is possible to observe events with comparatively low amplitude. All events shown in this
time trace are smaller than the typical amplitude of 0.8 V. Especially the first ion (at 𝑡 = −2 ns) shows a
very low amplitude. Third, each individual pulse shows delayed peaks due to reflections from electronic
components or cable connections, e.g. causing additional peaks at 6 ns after the ion signal peaks. There
are also less prominent peaks caused by cable reflections at 2 ns, 15 ns, and 44 ns (the latter corresponds
to 2× the signal delay of the cable used with a length of 𝑙 ≈ 4 m).

A convenient tool to quantify the difference between signal and noise (e.g. caused by reflections or
MCP after pulsed effects) is the analysis of correlations of detected events in form of 𝑔2 functions. 𝑔2(𝜏)
quantifies the probability of detecting two ions separated by a time delay 𝜏, relative to the probability of
detecting them independently and is given for a time signal 𝑦(𝑡) by

𝑔(2) (𝜏) =
∑

𝑡2,𝑡1 |𝑡2−𝑡1=𝜏
〈
𝑦(𝑡1)𝑦(𝑡2)

〉
pulses∑

𝑡2,𝑡1 |𝑡2−𝑡1=𝜏
〈
𝑦(𝑡1)

〉
pulses

〈
𝑦(𝑡2)

〉
pulses

, (2.3)

To acquire good statistics, an additional average over 100000 pulses with each pulse having a time bin reso-
lution of 1 ns is taken. In contrast to the autocorrelation function𝐶𝑦𝑦 (𝜏) =

∑
𝑡2,𝑡1 |𝑡2−𝑡1=𝜏

〈
𝑦(𝑡1)𝑦(𝑡2)

〉
pulses,

the 𝑔2 function contains no information on the shape of individual ion pulses. A 𝑔2(𝜏) = 1 indicates no
detection efficiency change at 𝜏 due to a click at 𝜏 = 0.

As we can see in figure 2.18(b) we have 𝑔2(𝜏) = 0 for 𝜏 smaller than the dead time of the Time Tagger
(6 ns) and 𝑔2(𝜏) ≈ 1 for 𝜏 greater than the dead time. 𝑔2(𝜏 ≈ 6 ns) shows a peak. This peak reduces
with increasing Time Tagger trigger level and is constant for trigger level above 40 mV. This peak can
be caused by the signal reflection at 6 ns (cf. fig. 2.18(a)) or have technical causes based on the low
trigger threshold (the time tagger has a specified minimum pulse height of 100 mV) [45]. In the sister
experiment HQO that has a similar MCP model employed the same correlation at 6 ns was found. Since
this correlation is of small size, it will not have a significant influence on the fidelity of the ion detection.

Concluding, the ion detection is not influenced by correlations if the trigger level is chosen above
45 mV. For all measurements of this thesis the trigger level is chosen to be 50 mV. With this trigger level
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(a) MCP signal time trace. The signal captures multiple
ion events recorded with an oscilloscope behind the MCP
protection and amplification circuit. The red line indicates
the position of the rising edge of the trigger, the green line
the dead time of the Time Tagger that is used in the final
setup for data acquisition. The yellow line illustrates signal
reflections that are 6 ns delayed to every signal peak.
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(b) The normalized second-order coherence (𝑔2-function) of
ion pulses for two trigger thresholds of the Time Tagger. It
was computed with equation 2.3. The 𝑔2 has a 1 ns time
resolution. This is limited by the Time Tagger. The Time
Tagger deadtime of 6 ns is plotted. For 𝜏 < 6 µs, the 𝑔2-
function is vanishes. The peak also at 6 ns is minimal for
thresholds over 45 mV.

Figure 2.18: Multi-ion events and correlations.

choice, the best balance was found between maximizing the number of detected ions and minimizing
false signals.

Absolute detection efficiency measurement. In the previous sections relative detection efficiencies
were extracted with the help of the TPI process. The next goal is to determine an absolute detection
efficiency. For this, control and probe laser are set to two-photon resonance and excited Rydberg atoms
are ionized with the field ionization mechanism (cf. sec. 3.1). The calibrated number of absorbed photons
𝑁𝑝,Δ=0 MHz correspondes to the number of Rydberg excitations. We can also measure the number of
registered ions 𝑁𝑖,Δ=0 MHz. Background effects, like one-photon absorbtion of probe light or the TPI
by the control light, are known by the photon absorbtion 𝑁𝑝,Δ≫0 MHz and the ion counts 𝑁𝑖,Δ≫0 MHz for
probe and control far detuned the two-photon transition. Setting Δ = 30 MHz can be assumed as fully
off-resonant.

Comparing these numbers yields the Rydberg-excitations-to-detected-ions-ratio EIR:

EIR =
𝑁𝑖,Δ=0 MHz − 𝑁𝑖,Δ=30 MHz

𝑁𝑝,Δ=0 MHz − 𝑁𝑝,Δ=30 MHz
= P(Successful field ionization) × 𝜂 (2.4)

This method is illustrated in figure 2.19.
The EIR assess how effectively Rydberg excitations (absorbed photons) are converted into detected

ions. It is the product of the probability to ionize a Rydberg state and the pure detection efficiency of the
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detector 𝜂. For 𝑛 = 97 we can achieve an 𝐸𝐼𝑅 = (0.572 ± 0.002). Although the statistical error being
small, the total error on this value is dominated by the systematic error on the photon number calibration
due to the not precisely known quantum efficiency of the single-photon counters (cf. sec. 2.3.1).

On top of that, the EIR depends strongly on experimental parameters as ionization voltage and laser
power (characterized in the previous sections) and the Rydberg state 𝑛 (characterized in 3.1). For Rydberg
states above the ionization threshold EIR→ 𝜂. From three absolute detection measurements with 𝑛 > 50
we can retrieve 𝜂 = (0.557 ± 0.013). This result agrees with specifications on the data sheets [43].

Detuning from two photon-resonance Δ (MHz)

N
p

Δ = 0 Δ = 1 MHz

N
i

Figure 2.19: Absolute detection efficiency measurement illustration. 𝑁𝑖 and 𝑁𝑝 are measured at two-photon
resonance and Δ = 30 MHz detuned to assess the EIR. In this figure the EIR is the significantly lower than the
maximal observed detection efficiency 𝜂 >0.5. The here presented measurement was done on 𝑛 = 40. 𝑛 = 40 is
not classically ionizable (cf. fig. 3.3(a)), and can not reach an EIR = 𝜂 ≈ 0.55.

Detector nonlinearity - Model of a non-paralyzing detector. Our ion detection system is a non-
paralyzing detector. This is obvious from figure 2.18(b) where 𝑔2(𝜏 < 6 ns) = 0. A nonparalyzable
detector system is dead for a fixed time 𝜏Dead after each recorded event and not influenced by events
which occur during 𝜏Dead. This results in a nonlinear detection efficiency with increasing ion count rate
due to the increased probablity to miss events. This is demonstrated in figure 2.20(a).

I did an attempt to compare the nonlinearity of the detector to a simple model [46]. For simplification
we assume here a Poisson distribution of events with respect to time. For an observed event counting
rate 𝑚 during a pulse with duration 𝜏Pulse, the fraction of missed events during the dead time is 𝑚 · 𝜏Dead.
A correction factor of the measured counts 𝑚 is given by 1 − 𝑚 · 𝜏Dead. The true count rate 𝑛 is given by

𝑛 =
𝑚

1 − 𝑚 · 𝜏Dead
⇒ 𝑁 =

𝑀

1 − 𝑀 · 𝜏Dead
𝜏Pulse

(2.5)

Here 𝑁 and 𝑀 are the real and detected events during 𝜏Pulse. Applied to our detector one can set
𝑁 = 𝑁Rydberg excitations = 𝑁𝑝,Δ=0 MHz − 𝑁𝑝,Δ=30 MHz and 𝑀 = 𝑀Detected field-ionized excitations = 𝑁𝑖,Δ=0 MHz −
𝑁𝑖,Δ=30 MHz.

Fitting the inverted form of this model (𝑀 = 𝑁/(𝑁 𝜏Dead
𝜏Pulse
+ 1)) with the known 𝜏Dead to our data results

in a (model) pulse duration 𝜏Pulse = (45.8 ± 1.8) ns. In contrast to the real ion pulse, the model pulse
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has a box-like shape and a poissonian event distribution. The real ion pulse is shown in figure 2.20(b).
Despite the very different pulse shapes, the agreement on pulse duration is visible.

As the concrete nonlinearity does not only depend on the compression of the ion pulse by the applied
voltages for ion optics, but also on the contributions of the different ionization mechanisms TPI or RFI7,
it is not possible to assign a characterization that is always valid for this nonlinearity. In general, we can
assume that for countrates 𝑚 < 1, we are not significantly influenced by the nonlinearity.

In general, to correct for higher count rates, the model in eq. 2.5 can be used. This can only be applied
if one matches carefully all experimental parameters that might influence the ion pulse time distribution
(e.g. high voltage parameters). Additionally, the probabilistic, in time extended character of the field
ionization introduces a nontrivial character of the field ionization process (cf. sec. 3.1), also changing
the pulse shape.
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(a) Dead time nonlinearity of the ion detector. The measure-
ment procedure is illustrated in figure 2.19. The 𝑥-axis can
be interpreted as created Rydberg excitations and the 𝑦-axis
as detected field ionized Rydberg atoms.
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(b) Mean ion countrate at the MCP. The shape of this pulse
depends on the total number of ions and the parameters
𝑉Ionization and 𝑉Steering. As a comparison the 𝜏pulse of a corre-
sponding box-shaped poissonian distributed ion pulse with
the same nonlinearity is shown in grey.

Figure 2.20: A model for the detector nonlinearity. Both measurements were performed on 𝑛 = 57 with
𝑉Ionization = 350 V and 𝑉Steering = 478.5 V. This combination is not part of the optimal relation 2.2. Therefore the
ion detection efficiency is - despite being above the semi-classcial ionization threshold - here around 35 % and
does not reach the maximum efficiency of 𝜂 ≈ 55 %.

This measurement was done at parameters were we can exclude blockade effects in the ensemble and
100s of excitations are possible. The observed nonlinearity can not be associated with Rydberg physics,
but is a pure detector effect.

7 Additionally the shape of the ion pulse depends for RFI on the Rydberg state.

25



Chapter 2 Ultracold ytterbium Rydberg atoms

2.4 Experimental sequence

To conduct the full experiment the three before introduced elements

• preparation of a cold ensemble (cf. sec. 2.1),

• Rydberg excitation (cf. sec. 2.2), and

• detection of Rydberg atoms (cf. sec. 2.3)

are combined to an experimental sequence. The experimental sequence is depicted in figure 2.21 and
has two main parts: The atom preparation and two sets of repeated Rydberg excitation and subsequent
Rydberg atom detection.
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Figure 2.21: The experiment cycle. The bottom row shows the full sequence. The top shows the logic levels of
different elements during one repetition: The lasers for trapping and Rydberg excitation, the photon detection, and
the Ion detection system consisting of high voltages (HV) for ionization and steering and a microchannel plate
detector (MCP).

The atom preparation phase is explained in section 2.1 and marked in figure 2.21 with orange boxes.
Here I want to stress two details: The total atom number in the final atom cloud can be changed
proportional to the parameter 𝑡Blue MOT. The final density of atoms is given by the evaporation and
compression in the dipole trap. This is determined by the dipole trap Laser intensity 𝐼. In the subsequent
sections of this thesis, all other parameters are maintained at their optimal levels.

With the prepared atom cloud, two sets of 𝑁 pulses are applied. These are marked in figure 2.21 with
green boxes. The first 𝑁 pulses are called signal pulses. The major processes occurring during a signal
pulse are shown in the red box: The trapping potential is turned off, while Probe and Control pulses are
applied to drive the atoms from the |𝑔⟩ → |𝑟⟩. Simultaneously, the single photon counters are measuring
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the transmission of the single photon Probe beam (cf. sec. 2.3.1). After the excitation the atoms are
field ionized and the ions are detected with the MCP after 𝑡Delivery. One signal pulse takes 200 to 300 µs
(cf. sec. 2.3.2). The second set of 𝑁 pulses - the reference pulses - are identical to the signal pulses,
but during the delay time, the atoms were released. The reference pulses can be used to determine
background effects in the Rydberg detection.

To observe and characterize the atomic cloud in atom number, temperature, and cloud size during the
experiment, absorption imaging techniques are employed. The shadow of the atom cloud when applying
light of a resonant imaging beam is detected by a camera and can be used to determine the optical density
and spatial distribution of the atoms [47]. Time-of-flight measurements are used to extract the cloud’s
temperature by measuring its expansion after release from the trap.

The ability to perform with one atomic cloud up to 𝑁 = 8000 spectroscopy experiments enables the
fast acquisition of data and a broad sampling of the probability distribution of the inherently probabilistic
Rydberg excitation and detection process. To obtain reliable measurements, each experimental cycle
is repeated multiple times, for example 5 times for a Stark map (cf. sec. 3.3.1) and 1000 times for a
molecule spectrum (cf. sec. 4). These cycle repetitions average out fluctuations in atom number and
temperature.

An important advancement in measurement technique of a spectrum with this setup is the implementation
of a scanning measurement mode, where the probe laser frequency is varied along the pulses. Specifically,
during 𝑁 pulses, 𝑀 < 𝑁 probe frequency steps are executed. On the one hand, this approach offers two
key advantages: Firstly, it significantly reduces measurement time, as the full spectrum can be acquired
using a single atomic cloud, unlike traditional methods requiring high sampling for each data point.
Secondly, errors related to fluctuations of laboratory conditions that impact atom number and temperature
are minimized, as each spectroscopy data point represents an average over the whole measurement time.
On the other hand, a disadvantage is introducing systematic errors due to atomic cloud conditions varying
over the train of pulses. The 𝑁 signal pulses are performed over typically 0.1 to 2 s. Atom number and
temperature evolve over this time. This is relevant for the spectroscopy of Rydberg molecules and details
are discussed in section 4.2.

The methods presented in this chapter offer a solid foundation for versatile use in a variety of applications.
It is possible to accomplish this by adapting the parameters of the experimental cycle to align them with
the particular requirements of the specific use case. The subsequent chapters will present a demonstration
and discussion of the applications of the setup that was the subject of this chapter.
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CHAPTER 3

Ytterbium Rydberg atoms in electric fields

All Rydberg atoms respond to static and non-static electric fields with line shifts, state mixing and,
for sufficiently large fields, ionization [6]. These effects play a significant role in further conducted
experiments due to technical and physical considerations. The field ionization via large electric fields
(cf. sec. 3.1) over a wide range of Rydberg states enables the detection of Rydberg excitations. In
particular, an effect not predicted (and not foreseen in the experimental design) is the observed far
sub-threshold ionization (cf. sec. 3.1.2). That made it possible to explore Rydberg states and molecules
below 𝑛 = 50. Photo-ionization through the Rydberg laser light field (cf. sec. 3.2) is a two-faceted
phenomenon. On the one hand, it functions as a diagnostic tool, offering a means to characterize the
ionization system with a well-controllable source of ’test’ ions. On the other hand, it can generate noise
in the ion signal and pollutes the atomic cloud with free charges, which has serious consequences for
future Rydberg nonlinear quantum optics experiments. Additionally, I present measurements of the AC
and DC Stark shifts of the 1

𝑆0 Rydberg series of 174Yb (cf. sec. 3.3). In general, understanding these
energy shifts in electric fields allows for better control of atomic transitions in various applications [48].
In particular in the case of 174Yb, results can be used as an independent benchmark of Multi-Channel
Quantum Defect Theory (MCQDT) models that describe effects on the wave function by the two valence
electrons [26, 27, 49].

3.1 Field ionization of ytterbium Rydberg atoms

The ion detection system (cf. sec. 2.3.2) relies on the field ionization mechanism to convert Rydberg
atoms to detectable ions. In a semi-classical approximation of a Rydberg atom, field ionization is only
possible above a specific ionization field threshold. This threshold for ionization of Rydberg atoms can
be calculated with different stages of complexity [28, 50]. I verified a simple model for field ionization
experimentally in the subsequent section 3.1.1. Due to the technical limit on the ionization field, the
ionization threshold is only for high Rydberg states below the maximum technically available field. I will
name these states classically ionizable in the following. In section 3.1.2 I demonstrate that ionization can
also be observed far below the threshold and for Rydberg states that should be classically non-ionizable
in our setup.
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3.1.1 Classical field ionization of 174Yb

The ionization process of a highly excited Rydberg state with the Eigenenergy 𝐸n can be approximated
as the interaction of a point-like, independent, classical electron with the electrical potential of the
positively charged core, distorted by the applied dc field. The electron is bound to the core with the
binding energy

𝐸B = 𝐸n − 𝐸ionizationlimit

where 𝐸ionizationlimit = 1 512.24 THz [25].
The core potential, given by

𝑉Coulomb = − 𝑒
2

4𝜋𝜖0𝑟
,

is superposed with the through the dc-electric field ®𝐸 arising potential

𝑉E = −𝑒 | ®𝐸 |𝑦 ,

where 𝑦 is the electron-core distance in field direction. The total potential is given by

𝑉tot = 𝑉Coulomb +𝑉E .

The classical field ionization is possible if the binding energy of the Rydberg state 𝐸B is smaller than the
local maximum of 𝑉tot. This is the case whenever
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Figure 3.1: The potential of the Rydberg electron 𝑉tot is the sum of the potential of the electric field 𝑉E and the
coulomb potential 𝑉Coulomb of the core.

The classical ionization thresholds, calculated from Rydberg state eigenenergies for different principle
quantum numbers 𝑛 = 𝜈 + 𝜇, are presented in figure 3.2(a). The classical threshold decreases with ∝ 𝜈

−4

since it scales with the squared binding energy 𝐸B ∝ 𝜈
−2.

The lowest classically ionizable Rydberg state, 𝑛 = 51, is determined by the technical upper limit of
the ionization voltage (| ®𝐸max | ≈ 74 V cm−1, cf. fig. 2.17(b)). States that exceed this value are regarded
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as classically ionizable. The semi-classical description of the ionization mechanism is applicable to
these states, as the calculated classical thresholds are in close agreement with the measured field at
50 % ion signal compared to the ion signal at maximum available field, which is far above the threshold.
Illustrative measurements are presented in figure 3.2(b). A notable observation is that the ionization
of these classically ionizable states with fields below their respective thresholds can also occur with a
relatively high rate.
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Figure 3.2: Field ionization above the classical threshold.

For the classically ionizable states that are ionized far above the threshold, it is expected that the
ionization probability is 1. Therefore, the Rydberg-excitations-to-detected-ions-ratio (EIR, introduced in
sec. 2.3.2.3) should converge to the pure ion detection efficiency, denoted by 𝜂. Measurements of the
EIR result in an 𝜂 ≈ 55 % of the MCP (cf. sec. 2.3.2.3). Subsequent to the extraction of 𝜂 from ionization
far above the threshold, the field ionization efficiency P(Successful field ionization) can be extracted for
sub-threshold fields as well, given by P(Successful field ionization) = EIR/𝜂. The ionization efficiency
for states below the classical threshold is illustrated in figure 3.3(a) in the subsequent section.

3.1.2 Sub-threshold ionization

It can be observed in our setup, that it is possible to ionize 174Yb Rydberg atoms in our setup far below
the semi-classically obtained threshold at a higher rate than expected from related experiments and theory.
For example, in reference [28] the ionization of Rydberg atoms in a pulsed electric field is simulated
based on classical and quantum calculations for hydrogen like atoms. Their classical ionization threshold
is defined as 10 % of the high field ionization rate. For fields far below the threshold, the ionization
rate decreases to 0. Experimental results confirm this behavior [29, 30]. I start with presenting the
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(b) Measured ionization field scans for different states below the classical
threshold. Ion counts are normalized to the gray shaded area. All
measurements were taken in the linear regime of the MCP (cf. sec. 2.3.2.3).
As a reference, the calculated semi-classical thresholds are drawn, similar
to the vertical lines in figure 3.2(b). The reference lines are drawn out of
scale.

Figure 3.3: Field ionization below the classical threshold. These measurements were done with a sequence similar
to the one visualized in figure 2.21, but evaporation and compression were not performed. All measurements were
done with the approximately the same density, that is low compared to the molecule scans in the next chapter. For
the efficiency measurements the Probe pulse duration was set to 10 µs (significantly shorter than the Rydberg atom
life time) to minimize a falsification of the EIR through Rydberg population decay. For some of the lower Rydberg
states a significantly higher Probe power was used to increase the signal strength and ND-filters were inserted
before the single photon counters (cf. fig. 2.6). This was taken into account for the calibration of the absorbed
Probe photons.

observation in our experiment:
As demonstrated in figure 3.3(a), an assessment of the total ionization efficiency shows that states

below the threshold are less prone to ionization in comparison to states above the threshold of 𝑛 = 51.
The ionization efficiency is measured at the technically maximal available fields, ranging from 68.5 and
72 V cm−1. For the non-classically ionizable states with 30 < 𝑛 < 45, the ionization efficiency ranges
from 0.5 to 40 % despite the ionization field being far below the classical ionization threshold. This
finding is in clear contradiction to the results presented in the references [28–30].

Furthermore, additional information can be obtained by examining scans of the ionization field for
various not-classically ionizable Rydberg states, as illustrated in figure 3.3(b). With regard to the
measurement of ionization efficiency (cf. fig. 3.3(a)), the ion counts on the y-axis were normalized to a
comparable range to eliminate relative scaling differences between the various thresholds that can be
attributed to different Rabi frequencies of the excitation process. The normalized count rate can be
understood as the ionization efficiency relative to the efficiency shown in figure 3.3(a). The relative
ionization efficiency shows a slightly decreasing trend for some Rydberg states, a constant value for
others, and peaks and dips for still others. These irregularly appearing features are ionization-enhancing
and prohibiting resonances at specific fields.

In concluding from these observations, the sub-threshold ionization effect is found to be stronger
than that observed for single electron species. This phenomenon cannot be explained by the simple
semi-classical theory presented in section 3.1.1. The observed resonances imply non-trivial ionization
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dynamics.
It has been observed that the resonances are connected to the Dipole trap light. Generally speaking,

the Dipole trap is deactivated solely during the Rydberg excitation by the Probe and Control pulse.
However, the recapture of the atoms by the Dipole trap occurs in simultaneity with their ionization. When
the dipole trap field is additionally deactivated during the full ionization pulse, the sharp resonances
disappear. Therefore, under certain resonant conditions - matched by highly shifting the states in the
strong electric field - the dipole trap contributes to the ionization process via a photoassisted ionization
mechanism. This claim is supported by the observation that the energy difference between the 6𝑠𝑛𝑠 1

𝑆0
Rydberg states matches meta-stable auto-ionizing states in spectra recorded in reference [25]. To be
noted, in principle, the Control light can also drive resonant transitions to auto-ionizing states [25]. In
addition to causing resonance-like ionization features, the dipole trap light has been shown to modify the
overall amplitude of ion rate, thereby contributing substantially to the observed sub-threshold ionization.
However, a notable amount of sub-threshold ionization persists when the dipole trap is deactivated during
the ionization process.

The pure field sub-threshold ionization can not fully be explained by the following approaches. One
approach to explain the sub-threshold ionization could involve quantum-mechanical effects as the
tunneling of electrons through the by the applied field reduced potential barrier of the atomic potential
𝑉E + 𝑉Coulomb (cf. fig. 3.1). However, given that the structure of the Rydberg core potential is not
fundamentally different for Yb compared to Alkali atoms, this explanation alone is insufficient to support
the observations. In addition, the Cascade-effects and Rydberg-facilitation effects, which are contingent
on the number of Rydberg excitations, can be disregarded: The ionization efficiency remains constant
for different numbers of Rydberg excitations, which can be proved by varying Probe and Control Rabi
frequencies. As demonstrated in figure 7.5 of reference [29], experimental findings have indicated that
density dependent 𝑙-state-changing collisions result in a threshold shift toward higher ionization fields.
This assertion stands in direct opposition to the observations that we have made and can be excluded
as a possible explanation, too. In general, is the quantification of density-dependent effects below the
threshold challenging due to the significant influence of density on the total count rate. On top of that,
the ion count rate is convoluted with the ionization-mechanism-dependent ion-pulse shape due to the
non-linearity of the detector (cf. sec. 2.3.2.3).

As another option, a potential sub-classical threshold field ionization mechanism could be related to
the electronic structure of 174Yb. When the electric field is increased, the Rydberg electron follows a
complex Stark map and crosses many avoided crossings. 174Yb is disturbed by avoided crossings at
very small field strength (Pairinteraction, [27]). Further experimental and theoretical investigation is
necessary to better understand this effect. The measurement of a stark map under conditions of high
electric fields has the potential to provide insights into these processes.

With regard to the ionization mechanism that has not yet been fully characterized, the sub-threshold
field assisted ionization can be used to perform spectroscopy of Rydberg states with 𝑛 ≤ 50 utilizing
the low-noise ion detection setup. It is essential to ensure that the observed sub-threshold ionization
effect does not influence the spectroscopic results of 174Yb. This is given, since the field-enhanced
ionization process is separated in time from the excitation process, as the ionization pulse occurs after
the excitation process. It is a valid assumption, that the spectroscopy results are not influenced by the
ionization dynamics.
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3.1.3 Ionization time dynamics

This tool presented in this section can be used to study the time dynamics of the ionization processes and
might be useful for a future characterization and disentangling of these processes. The MCP detector is
an appropriate instrument for the time-resolved measurement of the arrival of ions. It allows for the
measurement of the delivery time from the atomic cloud to the MCP. The delivery time is dependent on
the acceleration a of ions in a field, which is proportional to the field 𝐸I and to the inverse mass 𝑚−1.
Therefore, the delivery time is given by

𝑡D ∝
√︂

1
𝑎
=

√︂
𝑚

𝑞 · 𝐸I
, (3.1)

with 𝑞 being the charge of the ion. Here, it was assumed that the delivery path is equal for all 𝐸I and
𝑞. Experimentally, for a change of 𝐸I (or the corresponding voltage of the ionization electrodes), the
steering voltage has to be adapted to hit the MCP and to maintain an equal detection efficiency. This
is achieved by always hitting the same position on the MCP by adapting the voltage on the steering
electrode (cf. sec. 2.3.2.2). It is possible that the resulting calibration does not correspond to identical
trajectories for all 𝐸I. The ions may exhibit deviations from their ideal trajectories due to factors such as
the non-instantaneous ramp-up of the field and the subsequent small field oscillations that occur after the
ramp-up, with a timescale of 0.5 µs. These factors might cause deviations from relation 3.1.

The distribution and arrival time of 174Yb+ ions, which are decoupled from the rydberg atom ionization
process, can be measured by guiding ions created by the two-photon ionization (TPI, cf. sec. 3.2) process
to the MCP. In TPI, ions can be generated without exciting atoms to Rydberg states. Therefore, the ion
detection is purely dependent on detector characteristics. In figure 3.4(a) the arrival time of TPI-ions is
apparent. The ions arrive in a sharp pulse and at a field-dependent delivery time 𝑡D.
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(a) Time trace of the TPI process (cf. sec. 3.2). The
ionization and the steering field are switched on at 𝑡 =
−10 µs. The Control power is high, and Probe is disabled.
Only few recorded events are not part of the trace of ion
arrival. These can be attributed to noise and artifacts.
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(b) Time trace of the Rydberg atom ionization processes
for 𝑛 = 41. The atom cloud is prepared at a medium
density and Control and Probe have a two-photon detuning
of 𝛿 = 0. For the chosen Control power, the TPI process is
negligible in comparison to the Rydberg atom ionization.

Figure 3.4: Time dynamics of ionization processes. Both measurements have similar total mean ion counts.

In contrast, the Rydberg atom ionization process is presented in figure 3.4(b). In this measurement,
TPI is still present. It is possible to adjust the Control power in such a manner that the probability of
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Rydberg atom ionization exceeds that of TPI.
The Rydberg atom ionization process features three main time-dependent effects.

Firstly, the presence of an emphasized line at the same position as the line in the measurement of the TPI
process indicates an instant ionization of by the field or might just display already created atoms, e.g. by
the Control beam.
Secondly, the distribution of ions is more diffuse in comparison to the TPI process and extends almost
over the full recorded time frame. The spread in time is strongest around the resonances and above
fields of 12.5 V cm−1. This suggests that the involved ionization processes are not purely instantaneous
ionization effects, but rather possess a probabilistic component. The ionization related to this second
observation can be attributed to the dipole trap light. The dipole trap light is activated to recapture the
atoms directly following the Probe pulse. The activation and deactivation of the dipole trap light can
enable the long tail of the ionization signal. The dipole trap light can drive transitions to autoionizing
states above the ionization threshold of the 6𝑠𝑛𝑠 1

𝑆0-series. The energies of these states are measured in
reference [25]. The decay of the ion signal over time can probably be attributed to the finite lifetime of
Rydberg excitations in the cloud.
Thirdly, a sharp second line is visible for arrival times that correspond to

√
2𝑡D. According to equation

3.1, this line can be attributed to particles with twice the mass, specifically 174Yb2+ ions. This is
illustrated with more detail in figure 3.5. In accordance with the results outlined in reference [29], I
observe that the formation of 174Yb2+ is strongly density dependent. For the ionization of molecular
states 174Yb2+ formation is much more likely due to a local increase of density as always at least a
minimum of two atoms are present to facilitate molecule formation. As described in reference [29], for
lower Rydberg states I observe a strong increase in the fraction of 174Yb2+ formed due to an energetically
more stable chemi-ionization process. The formation of 174Yb2+ is another ionization effect that might
contribute to the full sub-threshold field-assisted ionization process presented in section 3.1.2.
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Figure 3.5: Demonstration of the usage of the ion detection system as a mass spectrometer. The time trace of the
ion detection signal shows two peaks. The first peak can be attributed to the arriving 174Yb+ ions. The red line
depicts the arrival time

√
2 after the first pulse. It agrees well to the second peak, that can be attributed to 174Yb2+

molecules. The small deviation between the
√

2-line and the second pulse might be caused by the finite rise time
of the electrodes (cf. fig. 2.11(a)) or electronic delays.

In summary, the time-dynamics of the ionization process are complex. A multitude of factors contribute
to the process of ionization. A future, quantitative investigation could focus on separating the different
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processes better and contribute to a better understanding of all involved ionization processes.

3.2 Two-photon ionization of ytterbium

The possibility exists to decouple one ionization mechanism, the two-photon ionization (TPI) process,
from the field-assisted ionization of 174Yb Rydberg atoms. This chapter highlights characteristics of
the observed ionization behavior that allow a clear association with a two-photon Control beam-related
process.

Two-photon ionization (TPI) is a nonlinear process in which an atom absorbs two photons simultaneously,
resulting in the ejection of an electron- In general, fundamental theoretic foundations of TPI are understood
[51, 52].Nevertheless, quantitative calculations are challenging because the probability of this process
occurring is strongly dependent on the detunings to other intermediate states and the strengths and
frequencies of these transitions. This is particularly challenging in the case of the two-valence electron
species Yb with its rich level scheme.

Brief introduction to TPI: The two-photon ionization process is described by the general reaction:

Yb + 2𝛾 → Yb+ + 𝑒− . (3.2)

Due to energy conservation, the sum of the two photon energies must be equal or exceed the ionization
potential 𝑉i:

2ℏ𝜔 = 𝑉i + 𝐸a, (3.3)

where the TPI excess energy 𝐸a ≥ 0 is the kinetic energy of the ejected electron. The transition may
occur through intermediate virtual and real states, provided that the photon energy fulfills the condition
𝐸𝑘 − 𝐸𝑖 ≈ ℏ𝜔, with 𝐸𝑘 the energy of the intermediate state |𝜓𝑘⟩ and 𝐸𝑖 the energy of the initial state
|𝜓𝑖⟩. Applying Fermi’s Golden Rule, the transition probability 𝑊i→f per unit time yields:

𝑊i→f ∝
�����∑︁
𝑘

⟨𝜓 𝑓 |𝐻int |𝜓𝑘⟩⟨𝜓𝑘 |𝐻int |𝜓𝑖⟩
𝐸𝑘 − 𝐸𝑖 − ℏ𝜔

�����2 𝜌(𝐸), (3.4)

where 𝜓𝑖 and 𝜓 𝑓 are the initial and final wavefunctions of the electron, 𝜌(𝐸) is the density of final
states, and 𝐻int the atom-field interaction Hamiltonian. As we can see from equation 3.4, in contrast to
single-photon ionization, which is a first-order process in perturbation theory, TPI is a second-order
process [51, 52]. Since 𝐻int is proportional to the electric field | ®𝐸 |, TPI depends according to equation
3.4 quadratically on the intensity of the incident radiation:

𝑊2𝛾 ∝ 𝐼
2 (3.5)

Another way of characterizing the likelihood of an ionization event is given by the cross section 𝜎. For
the two-photon ionization TPI process, 𝜎 provides a measure of the effective area of the scattering
process. In contrast to the quadratic scaling of the ionization rate, the cross section scales linearly: 𝜎 ∝ 𝐼.

The in the experiment measurable quantity is the TPI-rate 𝑅. 𝑅 is related to 𝜎 via

𝑅 = 𝜎 · 𝐹 with the photon flux density 𝐹 = 𝐼
𝜆

ℎ𝑐
. (3.6)
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In the experiment, 𝑅 determines the number of present ions, that can be detected with the MCP.

TPI in 174Yb: 174Yb is an alkaline-earth-like element with a complex electronic structure. The
two-photon ionization energy of the 6𝑠2 1

𝑆0-state is 𝑉𝐼 = 6.2541 eV. This is equivalent to a wavelength
𝜆ionization = 396.49 nm [25]. In the experiment, the Control laser is operated at a range of 10 to 400 mW
at approximately 395 nm, with the energy of two Control photons slightly exceeding the ionization
threshold.

The following line of arguments demonstrates that the observed ionization process can be fully
connected to TPI:

1. No ions are detected if field ionizing without a Probe and Control are turned off during a sequence.
This implicates, that there are no ’residual’ ions and it is not a pure field related effect.

2. Ions are created during Probe-Control pulse. This has been measured by applying a weak electric
field for a duration of some µs before the ionization through the strong ionization and steering
field. The weak field repels the ions and changes their position. According to the strength of the
weak field the ion arrival time changes - meaning, that the process occurs during the light pulse -
before the field ionization. Therefore, it is possible to detect the two ionization processes (Rydberg
field ionization and TPI) within the same sequence, albeit separated in time.

3. No ions are detected if the atoms are exposed to any other light fields when the control field is
turned off. Consequently, the presence of ions cannot be attributed to MOT, Probe or dipole
trap light. In principle, it would be feasible to mix photons from disparate sources to facilitate a
multi-photon ionization process. For the TPI process, Control can be off resonant to a transition to
a Rydberg state.

4. Ions are detected if Probe is blocked and Control is activated. We can conclude, that the process is
purely related to Control light and not related to the typical excitation scheme (cf. fig. 2.5).

In addition to the qualitative evidence for the TPI process, two core measurements identify and
characterize important TPI-typical characteristics. Firstly, the quadratic dependence on control power
and secondly, the dependence on the control wavelength.

Dependence of 2-photon ionization on power

Relation 3.5 postulates a quadratic scaling of the ionization rate with the applied light intensity. As
illustrated in figure 3.6(a), the power dependence of the TPI process is measured. A quadratic fit shows
good agreement to the data. Since the Control beam is not power stabilized, the power exhibits short and
long-term fluctuations. Short-term fluctuations are represented in the statistical error of the count rate
over the repetitions of the measurement. Conversely, long-term fluctuations between the measurement
and the control beam power calibration can be represented in the data as a 5 % error attributed to the
intensity data.

As illustrated in chapter 2, the measurements are done in a pulsed fashion. Dividing the mean of all
pulses by the pulse duration provides the total ionization rate 𝑅total of the atomic ensemble is given by

𝑅total = 𝛼total · 𝐼
2 (3.7)
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+

(a) Intensity dependence. The measurement was per-
formed with about 𝑁 = (467 000 ± 85 000) atoms at a
temperature of 𝑇 = (17.2 ± 4.4) µK with Control pulse
duration 𝜏 = 11.5 µs. The intensity refers to the peak
intensity of the Gaussian control beam. The ion counts
were calibrated with the detection efficiency 𝜂 of the ion
detection system. The measurement was performed with
the Control frequency that is usually used to drive the
transition to 𝑛 = 41.

+

(b) Calculation of single atom ionization rates per in-
tensity. This plot shows the same data as figure 3.6(a),
but represented in a different way. Expected is that this
rate is constant for all intensities. Details on calcula-
tion and errors can be found in the text. The data point
at low intensity can be considered as an outlier. The
mean of all blue colored data points gives the average
ionization rate per intensity2 and atom. It has a value of
(80.6 ± 4.2) ×10−7Hz/(W/mm2)2.

Figure 3.6: Verification of the quadratic intensity dependence of the two-photon process.

with 𝛼total the ionization rate in s(W/mm2)2 of the setup with the measurement settings. 𝛼total is specific
to the settings and the current sequence of this measurement. It determines the atom cloud shape and the
Control beam parameters. More general, 𝛼total is the ionization rate of the inhomogeneous atom cloud in
the inhomogeneous Control light field.

A more general approach involves calculating the single atom ionization rate per intensity, or the cross
section 𝜎 of TPI. This is presented in the next paragraph. 𝜎 can be used to compare the TPI process to
other sequences in our experiment, to other experiments, and to other species.

Ionization rate per atom and intensity: For a single atom in a non-resonant light field with intensity
𝐼, the ionization rate 𝑅 is given similar to the relation 3.7 by 𝑅 = 𝑎 · 𝐼2. Here, 𝑎 is the ionization rate per
intensity and per atom. This relation 3.7 modifies to

𝑅total = 𝑎 ·
∫

𝐼
2(𝑟, 𝑧) 𝑛(𝑟, 𝑧) d𝑉 (3.8)

where 𝑛(𝑟, 𝑧) is the atomic density and 𝐼 (𝑟, 𝑧) the Control intensity distribution. The atom number 𝑁 in
the volume d𝑉 is given by 𝑁 = 𝑛 d𝑉 . The atomic density 𝑛(𝑟, 𝑧) of the cigar-shaped atomic cloud can be
approximated with a Gaussian distribution along the 𝑧-axis and a radial Gaussian distribution in the 𝑥-𝑦
plane and is given by:

𝑛(𝑟, 𝑧) = 𝑁

(2𝜋)3/2𝜎𝑧𝜎
2
𝑥𝑦

exp

(
− 𝑧

2

2𝜎2
𝑧

)
exp

(
− 𝑟

2

2𝜎2
𝑥𝑦

)
(3.9)
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where 𝑁 is the total number of atoms, 𝜎𝑧 ≈ 58 µm is the Gaussian standard deviation along the 𝑧-axis,

𝜎𝑥𝑦 ≈ 9.4 µm is the Gaussian standard deviation in the radial direction (𝑥-𝑦 plane), and 𝑟 =

√︃
𝑥

2 + 𝑦
2 is

the radial distance from the center of the cloud in the 𝑥-𝑦 plane. The estimation of the extend of the
atomic cloud is obtained by simulation of the trapping frequencies of the dipole trap. The prefactor

𝑁

(2𝜋 )3/2𝜎𝑧𝜎
2
𝑥𝑦

ensures normalization so that the integral of 𝑛(𝑟, 𝑧) over all space yields the total number

of atoms 𝑁 . Similar to the atom density 𝑛(𝑟, 𝑧) distribution, a spatial distribution of the Control light
field 𝐼 (𝑟, 𝑧) can be computed with the parameters Power, beam waist 𝜔0, and wavelength.

With relation 3.8 the ionization rate 𝑎 is calculated for each measurement of 𝑅total in figure 3.6(a) and
plotted in figure 3.6. The first data point is an outlier and thus excluded from the analysis. This can be
attributed to the bad statistics at very low control power or systematic errors due to a bad Control power
calibration. Finally, the single atom ionization rate 𝑎 can be computed to

𝑎 = (8.06 ± 0.42) 10−6/s/(W/mm2)2 (3.10)

The errors presented in figure 3.6 are based on standard errors of the mean of 70 individual measurements
and propagated errors of the intensity fluctuations. The error on 𝑎 is also estimated as a standard error of
the mean of the 10 repetitions. In addition to these statistical errors, significant systematical errors might
be relevant. One major uncertainty is the precise modeling of the intensity and density distribution. The
estimation for the beam waist 𝜔0 = 45 µm is based on calculations of the optical system; however, it
cannot be measured directly. An assumed relative error Δ𝜔0/𝜔0 = 0.1 propagates to a relative error
Δ𝑎𝜔0

/𝑎 = 0.14. The atom number measurement via absorption imaging can be attributed with a relative
systematical error of Δ𝑁/𝑁 = Δ𝑎𝑁/𝑎 = 0.1. Due to the small atom cloud compared to the control
beam, errors on the cloud size have a weak influence on 𝑎. Furthermore, uncertainties associated with
the ion detection efficiency contribute only marginally to the overall uncertainty. When the two major
contributions listed above are considered, a realistic systematic error of at least 20 % must be assumed.

Cross section 𝝈 of the TPI-process: As a next step of this analysis, the cross section 𝜎 can be
calculated with eq. 3.6 from the measured data. This is plotted in figure 3.7(a). The fit reflects the
expected linear relation.

The measured cross section 𝜎 can be compared to literature values for TPI in similar atomic species.
Since no reference value of TPI for 174Yb was found, only a comparison with calculations from three
papers (from the 1960ies) is presented in (3.7(b)). The comparison to literature values demonstrates,
that the measured effect is in a same order of magnitude. Deviations can be attributed to a not good
comparability of the different atomic species that differ in level structure and energy scales. Further
investigation and estimation of systematic error was not performed.

Dependence of 2-photon ionization on wavelength

For a TPI process, the ionization rate is expected to depend strongly on the light frequency if the light
is almost resonant to the ionization threshold. Around the resonant TPI process a Fano-like resonace
curve appears [52–54]. Therefore, the TPI process caused by Control light in 174Yb is expected to have a
threshold for 𝜆𝑐 > 396.49 nm = 756.11 THz. A measurement for different control wavelength is shown
in figure 3.8. The measured threshold corresponds to the predicted theoretical values. The TPI process
vanishes for for smaller wavelengths, with the exception of a minor resonance at 754.8 nm. This is
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( )+

(a) Linear fit of the cross section 𝜎.

Species Reference
𝜎two-photon

(mb/(W/mm2))
Hydrogen [53] 100
Cesium [52] 0.6
Cesium [54] 0.2

Ytterbium measured 36.15 ± 0.48
(b) Literature values for TPI cross sections in similar
species and the measured value of 174Yb. The order
of magnitude of the literature values was estimated by
extracting 𝜎 at a wavelength that is 1 % blue detuned
to the first, major single-photon resonance, similar to
395 nm to 399 nm. The literature values for hydrogen and
cesium show a large discrepancy.

Figure 3.7: Calculation of the TPI cross section 𝜎 and comparison to literature.

attributed to the energy of two control photons diminishing below the requisite ionization energy.

Figure 3.8: Energy dependence of two-photon ionization process. The Control laser is scanned over a large
frequency range and adjusted to the same power for each frequency point. The rate per intensity and atom 𝑎 was
obtained by using the data point at 𝑛 = 41 as a calibration with reference to the measurement presented in figure
3.6(b).

Consequences of the TPI process for further experiments

After the TPI the free electrons will leave the atomic cloud in a few ns. The residual Yb+ ionic cores are
quasi stationary and will move only below 1 µm µs−1 due to the Control frequency dependent residual
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energy of the ionization process. These free, quasi-stationary charges affect the high Rydberg states
by introducing additional Stark shifts. This might lead to regions in the cloud that appear after the
occurrence of a TPI-process off-resonant and can not be excited to Rydberg states. Free charges might
also play a role in the ionization dynamics of ytterbium. For high densities, strong local fields might
lead to ionization of surrounding excited Rydberg atoms.

3.3 AC and DC Stark shifts of ytterbium

It is particularly challenging to make precise predictions of the Rydberg state polarizabilities for atomic
species with complex multilevel structures, such as 174Yb, using only ab initio calculations [55]. For
example, as I will show in the following section, the calculation of the polarizability 𝛼

(0) (𝑛) requires
knowledge of dipole matrix elements between target states and numerous other highly excited states
(cf. eq. 3.13).

With the ion detection system (cf. sec. 2.3.2) we are able to perform spectroscopy with a high SNR.
Therefore, the ion detection system facilitates a quick and precise determination of the positions of
atomic lines. In combination with a high degree of control over static electric potentials with the electric
field control and the ability to adjust the power of all laser beams, our setup is ideal to measure the static
dipole polarizability (cf. sec. 3.3.1) and light shifts (cf. sec. 3.3.2).

3.3.1 Static dipole polarizability

In the presence of an external static electric field, atoms experience a shift of atomic energy levels due to
the Stark effect. The Stark effect arises from the interaction between the atomic dipole moment and
the external electric field. The energy shift is determined by the perturbative atom-field interaction
Hamiltonian:

𝐻𝐴𝐹 = −d · E, (3.11)

where d is the atomic dipole operator, and E is the applied static electric field. The energy level shift of a
particular atomic state |𝛼⟩ can be computed using second-order perturbation theory [48]:

Δ𝐸𝛼 = ⟨𝛼 |𝐻𝐴𝐹 |𝛼⟩ +
∑︁
𝑗

|⟨𝛼 |𝐻𝐴𝐹 |𝛽 𝑗⟩|
2

𝐸𝛼 − 𝐸𝛽 𝑗

, (3.12)

where |𝛽 𝑗⟩ ≠ |𝛼⟩ and 𝐸𝛼, 𝐸𝛽 𝑗
are the respective energy levels. Since the dipole operator d only couples

states of opposite parity, the linear first-order energy shift vanishes unless states of opposite parity are
degenerate. Therefore, the Stark effect is generally a second-order phenomenon, leading to a quadratic
dependence of the energy shift on the applied electric field: Δ𝐸 ∝ |E|2.

174Yb 6𝑠𝑛𝑠 1
𝑆0 states |𝑛⟩ have 𝐽 = 0. Consequently, the field dependent shift can be expressed with a

scalar polarizability 𝛼
(0) (𝑛) for a fine-structure level 𝑛 with energy 𝐸𝑛 as [48]:

𝛼
(0) (𝑛) = −2

3

∑︁
𝐽
′

|⟨𝑛| |𝑑 | |𝐽′⟩|2

𝐸𝑛 − 𝐸𝐽
′
, (3.13)

where the sum includes the reduced matrix elements between |𝑛⟩ and all other states |𝐽′⟩. The resulting
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quadratic scalar Stark shift is given by:

Δ𝐸
(0)
𝑛 = −1

2
𝛼
(0) (𝑛)𝐸2

. (3.14)

To measure the electric field dependent energy shift in the experiment the Probe and the Control laser
are tuned to a two-photon resonance. The two-photon detuning 𝛿 is set to 𝛿 = ΔProbe − ΔControl = 0
and the single-photon detuning is given by ΔProbe = 1 GHz. In this measurement, we are interested in
analyzing a signal of a pure atomic transition, not of Rydberg molecules that are observed in section 4.
In order to exclude molecule contributions, the atom cloud is prepared with a short 𝑡BlueMot = 1 to 2 s
and without evaporation and compression to have an order of magnitude lower densities compared to
molecular spectra. Other preparation steps are similar to section 2.1. By varying the Probe detuning and
thus the two-photon detuning, I take spectra at different electric fields and obtain Stark maps. For the
states 𝑛 = 41 and 𝑛 = 42 the Stark maps are shown in figure 3.9.

As a next step, the polarizability is obtained from the spectra by applying the following fit routine:
Fitting a Lorentzian curve to the individual spectra provides the center frequencies of the transitions at
different fields. These can be fitted with a quadratic model. The resulting 𝜒

2
𝑟 =

𝜒
2

N.D.o.F. are displayed in
the figure 3.9 and quantify a very good agreement of the center frequency shift with field to the quadratic
model. If the scan range of static electric field is extended to larger fields, the observed data quickly
goes to a non-quadratic regime and thus the quadratic fits yielding a 𝜒

2
𝑟 > 0. This effect stems from the

mixing with other states and hybridization. From the quadratic fit 𝛼 (0) (𝑛) is calculated and displayed in
the figure 3.9.

The errors in the polarizability are obtained from the fit, where each data point is associated with a
statistical error. In addition to these statistical errors, systematic errors emerge. The most significant
source of systematic errors originates from uncertainties associated with the electric field. Firstly, the
error at the analog voltage power supply output contributes to the systematic error. The uncertainty
on the output is estimated by independent measurements of the power supply to be 1 %. Resistance in
the wiring between the voltage supply and electrodes are not contributing to a voltage deviation on the
electrodes as we consider static fields without currents. Therefore, the uncertainty on the voltage at the
electrodes, respectively on the field, propagates on alpha as

Δ𝛼𝑈

𝛼
=

Δ𝑈

𝑈
= 0.01.

Secondly, another dominant source of systematic error is attributed to the position of the atomic cloud.
As illustrated in figure 2.8 this affects the conversion factor 𝑐𝑦 from applied voltage to electric field at
the position of the atomic cloud. This error can be connected to

Δ𝛼𝐶

𝛼
=

Δ𝑐𝑦

𝑐𝑦
= 0.0081.

Thirdly, the conversion factor itself relies on a Comsol simulation. The error of the simulation cannot be
estimated. Without taking the latter into account, the total estimated systematic error on 𝛼 is less then
2 %.

Another information that is provided by the Stark map are the strength of residual fields orthogonal to
the intentionally applied field vector. The quadratic Stark effect reflects only the absolute field magnitude
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— not the direction of a single field. As mentioned in the introduction to the electric field control in
section 2.3.2.1, the electrodes can be used to compensate for residual electric fields that are caused by
stray fields of free charges or the field control system. Constant residual fields perpendicular to the
scanned electric field to measure the Stark map will result in an offset of the parabola and residual
parallel fields result in an horizontal shift. The field was scanned in all three orthogonal directions, and
constant field offsets on the electrodes were adjusted. This process compensated for any residual fields.
In figure 3.9(a) the horizontal shift is (0.0006 ± 0.0003) V/cm. This is at the edge of the precision of the
voltage supplies. Along the other axis similar results were achieved. Important for the polarizability
measurement is, that residual fields are small enough to not influence the quadratic behavior of the shift.

(a) Stark map of 𝑛 = 41.
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(b) Stark map of 𝑛 = 42.

Figure 3.9: Stark maps. For different fields a spectrum with varying the Probe detuning is taken. The results of
Lorentzian fits are marked in red. The two neighboring states feature polarizabilities with opposite sign. 𝜒

2
𝑟 was

calculated for the quadratic fit and is rounded to three digits.

The measurement of Stark maps was repeated for a multitude of states, and the resulting polarizabilities,
denoted by 𝛼

(0) (𝑛), are comprehensively presented in figure 3.10(a). The expressions in equation 3.13
can be associated with a rough scaling with the principal quantum number 𝜈: The matrix elements
|⟨𝑛| |𝑑 | |𝐽′⟩| ∝ 𝜈

2 and the energy levels 𝐸𝑛 − 𝐸𝐽
′ ∝ 𝜈

−3. Therefore, the polarizability of the 1
𝑆0-Series

scales with 𝜈
7. For the two-valence electron species 174Yb not only 6𝑠𝑛′𝑠1

𝑆0 states contribute to 𝛼
(0) ,

but also other states with same electron configuration can contribute through a mixing of wave functions.
In particular, the singlet and triplet states 1

𝑃1 and 3
𝑃1 have a mixing angle due to the inner core perturber

electron described by the MCQDT model. The triplet character of the 1
𝑃1 Rydberg states varies between

(6.30 ± 0.03) % for 𝑛 = 40 and (2.96 ± 0.16) % for 𝑛 = 100 [26]. Electric fields can mix the Rydberg 1
𝑆0

with other states that are connected via a dipole-allowed transition, e.g. the 1
𝑃1 state. Therefore, the 1

𝑆0
state can mix effectively with the triplet 3

𝑃1 state. Since the 3
𝑃1 quantum defects show a crossing with

the 1
𝑆0 defects in a Lu-Fano-like plot (cf. fig. 2.1) resulting in almost degeneracy of S- and P-orbitals of

the wave function. As a result the polarizability 𝛼
(0) features a resonance around 𝑛 = 41 [26]. Apart

from the resonance, the 𝛼
(0) follows roughly the 𝜈

7 scaling.
A comparison of the measured polarizabilities with the measurement of Peper et al. [26] and the

corresponding MCQDT-model provided by Pairinteraction of S. Weber, F. Hummel, et al. [27] is shown
in figure 3.10(b). Pairinteraction is based on the measurements of Peper et al.. Therefore these two
traces agree well. Our data shows a systematic, in average +(5.5 ± 1.7)% deviation to Peper et al., and a
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(a) Summary of all performed measurements. Addition-
ally an 𝜈

7 scaling is plotted. The polarizability is negative
at 𝑛 = 41.
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(b) Comparison to Peper et al. [26] and Pairinteraction
of S. Weber, F. Hummel, et al. [27]. The residuals show
a systematic (5.5 ± 1.7) % deviation.

Figure 3.10: Static dipole polarizability of 6𝑠𝑛𝑠 1
𝑆0 states.

similar deviation to MCQDT-model Pairinteraction. The resonance at 𝑛 = 41 agrees best in all three
data sources. The systematic deviation between the two measurements can not be explained by known
systematic errors in our HV-system (cf. sec. 2.3.2.1), as these were discussed above to be smaller then
2 %. A repetition measurement of 𝑛 = 30 after several month demonstrated a reproducability of our data
up to 0.07 %.

To summarize, the agreement of the our measurement to Peper et al. verifies trends and orders of
magnitudes in the polarizability well.The employment of a third independent measurement has the
potential to clarify the deviation attributed to systematic effects.

3.3.2 Light shift of the Control laser

Probe

Control

|e⟩

|g⟩

|r⟩

399 nm

395 nm

ΔωR

ΔωG

ΔωP

ω0

ωACΩC

ΩP

Figure 3.11: Schematic of light
shifts of involved states.

Analog to eq. 3.13 the AC Stark shift of a particular non-degenerate
174Yb 6𝑠𝑛𝑠 1

𝑆0 state |𝑛⟩ in a light field with frequency 𝜔 and intensity
𝐼 = 𝑐𝜖0/2|𝐸 |

2 is given by second-order time-independent perturbation
theory [48] as

Δ𝐸𝐴𝐶 = −2
3

∑︁
𝐽
′

𝜔𝐽
′
𝑛

𝜔
2
𝐽
′
𝑛
− 𝜔2 |⟨𝑛| |𝑑 | |𝐽

′⟩|2 |𝐸0 |
2/4, (3.15)

where the sum includes the reduced matrix elements between |𝑛⟩ and all
other states |𝐽′⟩. 𝜔𝐽

′
𝑛 = 𝜔𝐽

′ −𝜔𝑛 is the transition frequency. Only states
that are very far detuned, and/or have small transition matrix elements
can be neglected.

The level scheme in figure 3.11 shows the two-photon excitation from
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|𝑔⟩ to |𝑟⟩. For the following measurement of the AC Stark shift, the
single-photon detuning was set to 1 GHz. It is denoted in figure 3.11 as Δ𝜔P. The colored lines around
the states sketch the expected light shift. As the single Probe photons create only a very weak light field,
the Control light is the sole contributor to energy shifts. The direction of shifts can be estimated from
the effect of the closest contributing line. The to the |𝑒⟩ → |𝑟⟩ -transition red-detuned Control causes a
positive shift of |𝑟⟩, and since Control is blue-detuned to the |𝑔⟩ → |𝑒⟩ -transition |𝑔⟩ is shifted upwards
too. The unperturbed transition frequency 𝜔0 = 𝐸R − 𝐸G gets shifted by Δ𝜔 = 𝜔AC −𝜔0 = Δ𝜔R −Δ𝜔G.

To summarize the previous paragraph, within the used two-photon excitation scheme from 6𝑠2 1
𝑆0 to

6𝑠𝑛𝑠 1
𝑆0 it is only possible to measure differential light shifts Δ𝜔 between |𝑔⟩ and |𝑟⟩. A measurement of

the light shift as a function of Control power is presented in figure 3.12(c) for 𝑛 = 50. The measurement
is performed similar to the measurement of Stark maps in figure 3.9 in the previous chapter, but instead
of scanning the electric field, the spectra for multiple Control powers are performed (cf. fig. 3.12(a)).
Assuming a perfectly aligned Control beam, the beam waist can be estimated1 to 𝜔0 = 28.46 µm and the
control intensity can be calculated. A fit to each line provides the center frequencies. They are presented
as function of the a Control intensity in figure 3.12(b). The line shifts linear with power and therefore
quadratic with electric field. A linear fit to the center frequencies shows very good agreement.

Additional to the peak frequency drift, a higher Control intensity also causes a higher Rabi frequency
Ωeff ∝

√︁
𝐼C. This leads to more Rydberg excitations, line broadening and increased heating and loss

due to the anti-trapping of the Control beam. The effect of a linear line broadening is presented in
figure 3.12(c). Referring back to the atomic spectra in figure 3.12(a), the three aforementioned effects
initially result in an increase in peak ion counts due to an elevated Rabi frequency. This is followed by a
subsequent decrease, which is attributed to the processes of heating and line broadening. The alteration
in line shape does not exert an influence on the center frequency estimation in figure 3.12(b).
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(a) Spectra with varied Control power.
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(c) Line broadening.

Figure 3.12: Example of light shift and broadening for n = 50. To measure the atomic spectrum in (a) different
Control intensities were employed. Each line is fitted with a Lorentzian fit. The resulting peak center frequency is
shown as a function of calibrated Control intensity in (b). An observed line broadening is shown in (c). The peak
width is given here by the fit parameter Γ of the Lorentzian fit.

The differential light shift was measured for many Rydberg states. The results are presented in figure

1 We can not measure the beam in the vacuum. Therefore it was calculated from all other beam parameters. For this analysis
no further investigation of systematic errors related to the beam waist was done.
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3.13(a).
As a final step, the light shift on the Rydberg state is estimated. As the major contributing transitions to

the light shift of |𝑔⟩ are known from other experiments a ground state light shift can be calculated. The
code for this was provided by Tangi Legrand. With the computed ground state energy shift, the pure
Rydberg state light shift can be calculated. The shifts on |𝑔⟩ and |𝑟⟩ are shown in figure 3.13(b). As one
can see, the light shifts of |𝑟 > and |𝑔 > have the same sign and compensate each other partly. An almost
magic condition is realized around state 𝑛 = 36.

(a) Differential light shift Δ𝜔 = Δ𝜔R − Δ𝜔G. (b) Rydberg and ground state light shifts Δ𝜔R and Δ𝜔G.

Figure 3.13: Light shifts (AC-Stark shifts) of 6𝑠𝑛𝑠 1
𝑆0 states. All data points have negligible small errors. The

Control frequency is 1 GHz red-detuned to the transition to the Rydberg state (cf. fig. 3.11). The x-axis shows
the Control light frequency displayed as the Control frequency corresponding Rydberg state in the two-photon
Probe-Control excitation scheme.

The knowledge on the AC-Stark shifts is valuable for further experiments. For example the investigation
of the Control power dependence of a polariton-physics related experiments might require a compensation
of the frequency drift.
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CHAPTER 4

Ultralong-range ytterbium Rydberg molecules

Ultralong-range Rydberg molecules (ULRMs) can be observed under high density as a scattering
phenomenon between ground state atoms and the excited electron of comparably large Rydberg atoms.
The resulting interaction potential perturbatively disturbes the Rydberg electron wavefunction and allows
for an effective trapping of ground-state atom(s) in distances of 103 a0 to the Rydberg core. These
exotic molecules exhibit extreme spatial extent — up to micrometers in size —, long lifetimes and
giant range of permanent electric dipole moments (PEDMs), arising from strong admixtures of different
angular-momentum states [56, 57]. PEDMs of Rydberg molecules range from ≈ 1 Debye for S-type
Rb molecules [60] to ≈ 1 000 Debye for trilobite Cs molecules [61]. Since their theoretical prediction
[62], these ultralong-range Rydberg molecules (ULRM) have been observed [63] and extensively studied
[64–67] in alkali atoms, particularly rubidium. More recently, interest has expanded to alkaline-earth-like
atoms, such as strontium (Sr), which exhibit additional complexity due to their two valence electrons and
associated electronic structure [68–70]. Rydberg molecules of ytterbium had been so far unexplored.
One objective is the determination of the fundamental low energy scattering properties of 174Yb, as
the electron-neutral scattering length. As I will demonstrate in this chapter, 174Yb is an exceptionally
interesting playground for Rydberg molecular physics, e.g. due to the formation of a p-wave shape
resonance, a rich structure of rovibrational molecular states, the observation blue-detuned molecular
states, and the influence multi-channel state-mixing on the PEDM with a potential resonance at 𝑛 = 41.

A concise overview of the formation mechanisms of Rydberg molecules is provided in section 4.1,
while a comprehensive summary of research in this field is presented in the review papers [56, 57].
Section 4.2 deals with considerations for measuring Rydberg molecule spectra, while section 4.3 presents
the key findings concerning Rydberg molecules. This section highlights phenomena that can be directly
inferred from observations, including the formation of 𝑁-mers and the scaling of individual Rydberg
states with a power law. Finally, section 4.4 demonstrates measurements of the permanent electric dipole
moment of Rydberg molecules.

4.1 Introduction to Rydberg molecules

A Rydberg molecular dimer involves a positively charged Rydberg core, a highly excited Rydberg
electron with an unperturbed one-electron wave function 𝜓𝑛𝑠 (r) and a perturbing ground-state atom in
distance R to the Rydberg core. This concept is shown in figure 4.1 (a). Analogous to a position r of the
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Figure 4.1: Rydberg molecule formation scheme. In (a) the unperturbed 6𝑠42𝑠 1
𝑆0 Rydberg electron wave function

is shown in an 𝑟-𝜙-plane. Analogous to the distance r of the Rydberg electron to the core, a classical momentum
𝑝classical can be assigned. This is indicated by a second axis. A ground state atom at the distance R to the Rydberg
atom perturbs the Rydberg electron with a polarization potential (c). The molecule binding potential is given by
the Fermi pseudopotential in Born-Oppenheimer approximation (b). Next to the full potential, only the s-wave
contributions are plotted. Especially the outer most potential well is not affected strongly by the p-wave scattering
contributions. Solving the molecular potential provides bound states, e.g. the bound state in the outermost potential
well (illustrated in green), and many more rovibrational states (examples illustrated in orange). The molecular
potential was calculated and solved by Milena Simić. The p-wave scattering phase shifts are not fully adjusted
yet. The will influences the solutions of the non-outermost potential well states significantly. For this reason, the
illustration is to be understood in qualitative terms.
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Rydberg electron, a classical momentum 𝑝classical = ℏ𝑘 ( |r|) =
√︃

2𝑚𝑒 (𝑒
2/(4𝜋𝜖0 |r|) − 𝐸𝑏), where 𝐸𝑏 is

the binding energy, can be attributed to the Rydberg electron [62, 63]. While the complex multi-electron
shell structure in 174Yb significantly affects the Rydberg electron wave function resulting e.g. in a
quantum defect, it is valid to assume, that the electron-neutral scattering process is a single electron
effect [68].

The interaction between a Rydberg electron and a ground-state atom can be understood with the
following crude model: The interaction is in first order a result of the polarization 𝛼 |𝑔> ≈ 138.9 a.u. of
the neutral ground-state atom within the Coulomb field F(r,R) of the Rydberg electron. The perturbative
interaction potential resulting from this model is illustrated in figure 4.1 (c) and has the form

𝑉int(r,R) = −
1
2
𝛼F2

= − 1
4𝜋𝜖0

· 𝑒
2
𝛼

2|r − R|4
with F(r,R) = − −𝑒

4𝜋𝜖0
· r − R
|r − R|3

[57, 71] (4.1)

for large |r − R|, while it can be approximated with a hard wall for small |r − R|.
In summary, the formation of Rydberg molecules is a low-energy scattering problem caused by the

perturbation of the Rydberg electron by a neutral, polarizable ground state atom. A common approach to
solving this problem is applying the Born-Oppenheimer approximation, using a partial-wave expansion
and rewriting the molecular potential as the Fermi pseudopotential [57]. This approach provides a
molecular potential as a function of the atom-core distance R, as illustrated in figure 4.1 (b). In the
following this modeling approach is discussed in more detail:

The total molecular wave function is given in the Born-Oppenheimer approximation [72] as a product
of decoupled electronic wave function 𝜓(r,R) and Rydberg core - ground state atom wave function
𝜙(R) that only depends on the relative coordinate R:

Ψmol(r,R) = 𝜓(r,R)𝜙(R) . (4.2)

[𝐻r.c.-g.a. + 𝐻𝑒
− + 𝑉int(r,R)]Ψmol(r,R) = 𝐸 (R)Ψmol(r,R) is the corresponding time-independent

Schrödinger equation with the free particle Hamiltonians of Rydberg core and ground state atom summed
in 𝐻r.c.-g.a. and the Rydberg electron Hamiltonian given by 𝐻𝑒

− . It can be solved by first computing the
solution for 𝜓(r,R) and treating R as a free parameter. This results in the molecular potential energy
curves (PECs), similar to plotted in figure 4.1 (b). In a second step, one can solve for 𝜙(R) to obtain
rovibrational wave functions and the Eigenenergies of the molecular states.

For a spherically symmetrical scattering problem like this a partial wave expansion can be applied
[71]. For low-energy scattering of a spin 1/2-electron with 174Yb, the relevant scattering channels are 𝑠-,
𝑝1/2- and 𝑝3/2-wave scattering. The scattering interaction can be parameterized by the scattering length
𝑎𝑖 (𝑘) of channel 𝑖 while including a 𝑘-dependence of 𝑎𝑖 for a more accurate description (cf. eq. 4.3).
Corresponding scattering phase shifts for 174Yb were calculated in [73] for higher energies. Experimental
data of ultralong-range Rydberg molecules in combination with correct modeling can provide precise
estimates of the scattering phase shifts for the low energy limit.

To solve this scattering problem, it is essential to rewrite 𝑉int(r,R) as the Fermi pseudopotential [74].
The exploitation of the short-range character of 𝑉int(r,R) in equation 4.1 enables the replacement of
the distance |r − R| with the Dirac delta-distribution 𝛿. The approximated scattering potential is thus
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derived as follows:

𝑉int(r,R) =
2𝜋ℏ
𝑚𝑒

𝑎𝑠 (𝑘) · 𝛿( |r − R|) + 6𝜋ℏ2

𝑚𝑒

(𝑎3
𝑝1/2
(𝑘) + 𝑎3

𝑝3/2
(𝑘)) · ←−∇𝛿( |r − R|) −→∇ ,

respectively

𝑉int(R) =
2𝜋ℏ
𝑚𝑒

𝑎𝑠 (𝑘) · 𝜓
2
𝑛𝑠 (R) +

6𝜋ℏ2

𝑚𝑒

(𝑎3
𝑝1/2
(𝑘) + 𝑎3

𝑝3/2
(𝑘)) · |−→∇𝜓𝑛𝑠 (R) |

2 [68, 75]. (4.3)

The solution to problem 4.3 will provide the molecular binding energies and states 𝜙(R). This is
illustrated in figure 4.1 (b). One state stands out, that is the molecular state that forms in the outermost
potential well. This state is mostly affected by scattering processes in the outermost lobe of the Rydberg
electron wave function. In general, other molecular states can exhibit greater delocalization over multiple
potential wells.

It should be noted, that the molecular state in the outermost potential depends mostly on the s-wave
scattering. For the potential shown in figure 4.1 (b), the 𝑠-wave scattering length is already adjusted by
our theory collaborators Matt Eiles and Milena Simić to the data provided in section 4.3. The scattering
length contributions 𝑎𝑝𝑖

of the 𝑝-wave scattering channels also contribute to the potential, but affect
it stronger at smaller values of R (larger values of the electron momentum 𝑘). Incorporating p-wave
contributions into the scattering length results in a substantial alteration of the potential’s shape for other,
non-outermost potential well, molecular states. The 𝑠-wave scattering length is invariably negative,
resulting in a purely attractive contribution to the potential. In contrast, 𝑝-wave contributions can also
exhibit even higher negative and positive values. This can lead to a distortion of the molecular potential,
with values that can exceed 0 and fall well below the outermost potential. These effects indicate a p-wave
shape resonance caused by the admixture of steep PECs related to other Rydberg states of the manifold
[75].

In the aforementioned calculations, the effect of a single ground-state atom was considered. The
resulting molecule is a dimer. Next to the dimer, the formation of other poly-atomic Rydberg molecules
(trimers, tetramers, pentamers, and so forth (or, in general, 𝑁-mers)) is also possible. For an 𝑁-mer,
𝑁 − 1 perturber ground state atoms are involved, forming bound states within the Fermi pseudopotential.
The individual bound states between the Rydberg atom and a ground state atom can be considered as
small perturbations and to be independent. The total binding energy is the sum of the binding energies
of all contributing bound ground-state atoms.

4.2 Measurement considerations

An experimental demonstration of the before presented molecule formation in form of spectra of Rydberg
molecules is challenging. The following considerations will be discussed in regard to the measurements.

Density. The necessary condition for the formation of Rydberg molecules is that a ground state atom
is located within the wave function of the Rydberg electron, where the electron can scatter off it. This
process is statistically more probable at higher densities. Since the Rydberg wave function volume
increases with 𝜈

6, higher Rydberg states require less density. Next to that, the atomic density can also be
too high to observe the formation of single Rydberg molecules: When the Rydberg wave function extend
is large compared to the atomic spacing, a mean field regime is approached. This is observed e.g. in
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BEC densities. Relatively high densities are reached at high atom numbers and low temperatures. This
connects to the next aspect.

Temperature. Rydberg molecules are bound by extremely weak forces, in general just a few MHz,
compared to the atomic binding energies with scales of THz. This disparity in binding energies leads to
the observation that even a modest thermal motion can reach kinetic energy sufficient to disrupt these
fragile molecular states. Therefore, the ensemble temperature must be significantly lower than

𝑇 ≪
𝐸mol. bind.

𝑘𝐵
≈ ℎ × 1 MHz

𝑘𝐵
≈ 50 µK

Additionally, low temperatures result in a reduction of the collision rate, thereby prolonging lifetimes
and reducing line widths in the spectra.

Figure 4.2: Atomic conditions (Temperature 𝑇 , atom number 𝑁 , Peak density 𝜌) along atomic spectrum for 𝑛 = 41.
The frequency is scanned in 8 000 steps along 40 MHz to obtain a molecular spectrum. Given that the decay is
unique to each Rydberg state, contingent on the frequency range that is scanned and dependent on the initial
density (controlled by 𝑡Blue MOT), this illustration of the density decrease during pulses and is to be understood as
an example and no errors are stated.

Heating effects due to exposure to Probe and Control. Density and temperature are not constant
over the molecular spectra due to the applied measurement technique (cf. fig. 4.2). Each molecular
spectrum presented here is a mean of several identical experimental cycles (cf. sec. 2.2). Since the Probe
frequency is scanned along the pulses, each prepared atomic cloud results in a full spectrum. While
scanning frequency, also the density and temperature of the ensemble evolve in time. Two main effects
were observed: Due to the blue-detuned Control beam, an anti-trapping effect occurred, resulting in an
collective motion and heating of the cloud. The trap depth of the dipole trap is typically about −200 µK.
The Control beam forms a repelling trap in the center of the atomic cloud. Control beam and Dipole
Trap activated alternating in time 2.21. But this is not the only effect leading to heating and loss, as an
additional dependence of the atomic cloud parameter time evolution on the Probe intensity was observed.
This implicates a heating process through recoil of absorbed photons. The transmission at the beginning
of a molecular scan is typically 20 %, while the number of probe photons per pulse is approximately
500. The photons can either be absorbed by far-detuned (1 GHz) single photon absorption, or via a
two-photon process by absorption to a Rydberg state. After 8000 pulses, only a 25 % atom number
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decrease and 50 % increase in temperature is observed, but the density decreases by a factor of ≈3. This
is dominated by the expansion of the cloud through heating.

Resolution limit of our spectroscopy. The first main objective of measuring Rydberg molecule
spectra is to extract molecular binding energies, given by the distance of the atomic transition to peaks of
molecular states. The binding energies can be used to extract the different scattering length contributions.
The identification of peaks in molecule spectra is limited by the resolution of our spectroscopy setup.
The resolution limit is the natural linewidth of molecular lines, which is determined by their lifetime
until a decay. In addition, the molecular lines are intrinsically broadened due to a further reduction in
lifetime in the finite temperature atomic ensemble.

A major contribution to the line broadening constitutes the band width of the Probe pulse. The
waveform of the Probe pulse can be disassembled into its spectral components by Fourier transformation
(cf. fig. 4.3 (a), (b)). The bandwidth of a pulse is determined by its length. The presence of small
pedestals and sidelobes in the frequency space can be mitigated by employing pulse shapes such as
the used Tukey pulse. The consequence for spectral lines is a broading given by the convolution of the
pure lineshape with the spectrum of the Tukey pulse (cf. fig. 4.3 (b)). Sidelobes and the peak width are
strongly dependent on the duration of rising and falling edges of the Tukey pulse and the length of the
pulse. As illustrated in Figure 4.3 (c), the data demonstrate a consistent trend between the limit of the

Pulse duration τ

(a) (b) (c)

Figure 4.3: Fourier broadening of spectral lines. Figure (a) shows a Tukey shaped model pulse and a measured
pulse of duration 𝜏 = 32 𝜇s. Exactly this pulse was used for all Molecule spectra measurements. Figure (b) shows
the Fourier transformation of the model Tukey pulse convoluted with a Lorentzian of line width Γ = 20 kHz.
Figure (c) shows the measured FWHM of atomic transitions at different control powers 𝑃𝐶 in comparison to the
FWHM of the Fourier transformed pulse.

FWHM of the Tukey spectrum and the linewidth of the atomic transition when varying the pulse length.
In this measurement, the spectral line FWHM are below the Fourier limit due to measuring the lines
in the non-linear regime of the detector (ion count rates are between 1.5 and 2.5 ions/pulse). To find
an optimal pulse duration 𝜏, a trade-off between Fourier broadening and atom heating and loss due to
non-trapping during probing (cf. fig. 2.21) is considered. An optimum was found at 𝜏 = 32 𝜇s. This
results in a probe pulse bandwidth limited contribution to the linewidth of ΔFourier = 37.5 kHz.

A secondary, substantial broadening mechanism of the spectral peaks is power broadening [48]. As
illustrated in figure 4.3 (c), a quadratically with 𝑃𝐶 increasing broading effect is measured while the
Probe power was maintained at a constant level. To mitigate the power broadening effect, it is necessary
to operate at the lowest possible Control and Probe power while still acquiring sufficient statistics. This is
especially challenging for lower Rydberg states as their ion detection efficiency decreases (cf. sec. 3.1.2).

Additionally, other inhomogeneous broadening mechanisms, the extent of which remains unknown,
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might contribute to the spectrum in an not quantitatively determined fashion. The probed atomic
cloud that is trapped in an harmonic potential of the dipole trap can be modeled as having a Gaussian
distribution of atomic density and temperature. This distribution is overlapped with a Gaussian Control
intensity distribution. Variations in light shifts, effects due to collisions, and similar phenomena across
the probed medium will cause broadened and skewed lines.

The line width of the exciting lasers is a negligible contribution [17]. Typical dimer state of the
outermost well line width range from 80 to 300 kHz.

4.3 Spectroscopy of Rydberg molecules

The formation of Rydberg molecules is achieved through a process known as photoassociation (PA)
[76], which is addressed over a two-photon transition with 1 GHz detuning (cf. sec. 2.2). PA allows a
resonant transition from free atomic states to bound rovibrational states within the molecular potential.
The transition probability Γ𝑖𝑚, also called Franck-Condon factor, corresponds to the peak height in a
perfect molecular spectrum. It is governed according to the Franck-Condon principle by the overlap
of the final molecular and initial atomic wave function 𝜒𝑚 and 𝜒𝑖: Γ𝑖𝑚 = 𝑃 ∝ |⟨𝜒𝑚 |𝜒𝑖⟩|

2 [76]. The
molecular binding energies are obtained by comparing the two-photon detuning of molecular states to
the atomic transition as a reference.

As illustrated in figure 4.4, molecular spectra for 𝑛 = 42 and 𝑛 = 45 are shown for varying densities. At
low densities, the spectrum predominantly exhibits prominent dimer peaks. For the shown spectra, the
highest peak can be attributed to the dimer state of the outermost well, as this state possesses typically
the highest Franck-Condon factor. Another way to identify the dimer peak in the outermost potential well
will be presented in figure 4.5. In addition to the dimer state of the outermost well, there are molecular
states with slightly higher binding energy, corresponding mostly to higher excitations in the outermost
potential well and very shallow bound states that correspond to states that are stretched over many
wiggles of the potential, as sketched in figure 4.1 (b). These are highly sensitive to the p-wave scattering
phases. Additionally, there are states with lower binding energies than the state of the outermost well.
One of these type of states is also sketched in figure 4.1 (b)). It is important to note that, although not
illustrated in this thesis, blue to the atomic line detuned molecular states were observed. The latter two
effects are indicators for a p-wave shape resonance. In addition to the peaks that can be attributed to
dimers, I will present the identification of peaks that correspond to poly-atomic molecular states.

Poly-atomic Rydberg molecules (𝑵-mers). At higher densities the probability of perturbation of
the Rydberg electron by several ground state atoms increases. Poly-atomic Rydberg molecules involving
N atoms can be called 𝑁-mers. Assuming small perturbations, the binding energy of the 𝑁-mers is
the sum of all involved dimer states. In case of 𝑛2 dimer states, the number of states 𝑛𝑁 of an 𝑁-mer
molecule is given by

𝑛𝑁 =

(
𝑛2 + 𝑁 − 2
𝑛2 − 1

)
.

The resulting molecular spectrum contains numerous individual peaks that are coupled in position.
The total spectrum 𝑆(𝛿) with an atomic transition 𝑆atomic(𝛿), 𝑛2 dimer states 𝑆dimer(𝛿), and all N-mer
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contributions 𝑆N-mer(𝛿) is given by:

𝑆(𝛿) = 𝑆atomic(𝛿) + 𝑆dimer(𝛿) + 𝑆N-mer(𝛿) (4.4)

= 𝐿 (𝛿, 𝐴𝑎, Γ𝑎, 0) +
𝑛2∑︁
𝑖=1

𝐿
(
𝛿, 𝐴𝑖 , Γ𝑖 , 𝜈𝑖

)
+

𝑁∑︁
𝑘=3

∑︁
{𝑖1,...,𝑖𝑘−1}
𝑖 𝑗 ∈{1,...,𝑛2}

𝐿

(
𝛿, 𝐴𝑖1,...,𝑖𝑘−1

, Γ𝑖1,...,𝑖𝑘−1
,

𝑘∑︁
𝑗=1

𝜈𝑖 𝑗

)
,

with the Lorentzian base function 𝐿 (𝛿, 𝐴, Γ, 𝜈) = 𝐴 ·
(
1 +

(
𝛿 − 𝜈
0.5Γ

)2
)−1

or a similar base function.

In the model, the atomic transition is defined by the line shape parameters amplitude 𝐴𝑎 and peak width
Γ𝑎. The dimer states have an independent frequency offset to the atomic transition 𝜈𝑖. The 𝑁-mer
states, consisting of 𝑁 ≥ 2 ground state atoms, have peak positions at sums of the frequencies 𝛿𝜈𝑖 of the
involved dimer states 𝑖. For each molecular peak, two free, independent parameters for amplitude and
width are pertinent. As illustrated in Figure 4.4(a), the model is applied to dimer and trimer states. A
dimer can be immediately identified as a dimer, if it is not a harmonic of other dimer states. The height
of a trimer state’s peak can be attributed to the argument that dimer states with a high Franck-Condon
factor are more likely to form trimers, resulting in higher trimer amplitudes. This effect is overlapped
with the decreasing probability due to density decay along the scan direction during the measurement.

Another method of differentiating the different classes of 𝑁-mers is given by their different amplitude
scaling behavior with density. As illustrated in Figure 4.4(a), trimers are nearly absent at low densities.
For higher Rydberg states, the wave function extend increases, and therefore also the probability to
find perturber atoms in the wave function volume. For 𝑛 = 45, 𝑁-mers up to pentamers can be claerly
identified. In this state, the most effective method for identifying the different classes of 𝑁-mers is
through their scaling with density. In the case of low densities, the dimers exhibit the highest relative
amplitude; however, as the density increases, the trimers gain faster amplitude then the dimer. Similar, at
high densities, the tetramers exhibit faster growth compared to the trimers. For 𝑛 = 45, the number of
contributing perturber atoms per Rydberg atom is so high, that a mean field regime is almost reached.
The application of the aforementioned model yields too many free parameters with respect to resolution
and data sampling to fit all peaks of all 𝑁-mer classes without overfitting peaks with a low binding
energy. Due to the strong dimer lines and the coupling of positions, it is still possible to extract binding
energies (a fit is shown in the appendix A.7).

A subsequent stage of complexity could involve the coupling of amplitudes according to the corre-
sponding Franck-Condon factors and peak width, for example, according to the lifetimes of the molecular
states. Achieving this objective requires a more sophisticated theoretical model of the Rydberg molecule
binding mechanism than is currently available, a better understanding of the sub-threshold field ionization
process and a perfect characterization of the density decay across the spectrum.
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(a) Fit of a molecular spectrum of 𝑛 = 42. For two densities, a
coupled fit model (cf. eq. 4.4) was applied. The inset shows
the initial line shape fitted in the molecule free range with
a model based on observation (cf. sec. 4.2). A sum of two
coupled lorentzians, with the same position, and optimal ratios
Γ1/Γ2 = (0.245 ± 0.008) and 𝐴1/𝐴2 = (2.0 ± 0.2) fits best.
By setting the global amplitude and global width of this line
shape as free parameters, it is used for all fitted peaks in the
coupled model. The counts were corrected according to eq.
2.5 to linearize the detector. The fit agrees well, justifying
the approach of applying the atomic line shape to all peaks.
The overestimation between first and second dimer peak arises
since the model does not capture the decay of density along
the spectrum.

DimersTrimersTetramersPentamersHexamers

(b) Density scaling of spectrum of 𝑛 = 45. The grey line indi-
cates the atomic tranision at 0 MHz. Marked are the positions
of 5(+1) dimers, 15 trimers, 35 tetramers, 70 pentamers, 126
hexamers. The dimer positions can be extracted with a coupled
fit model. The 𝑁-mers of the lowest bound dimer are not
marked. Varying the MOT loading time 𝑡MOT allows to access
different densities, that can be stated in ground state atoms
per Rydberg wave function volume 𝑁Ryd. All four spectra are
normalized to their atomic transition.

Figure 4.4: Spectra of polyatomic Rydberg molecules.

Scaling of molecular binding energies with Rydberg state. The next challenge is the identification
of the corresponding dimer states in molecular spectra across different Rydberg states. As comprehensive
overview of Rydberg molecule spectra is illustrated in figure 4.5(a), ranging from 𝑛 = 30 to 45. Within
this range, the resolution is sufficiently high to resolve features and the binding energies are sufficiently
small to capture the spectrum with high sampling in a single cycle of the experiment using up to 8000
pulses. The number of pulses, resolution, and scan range were adapted for each 𝑛. Each spectrum
displays a dimer state of the outermost well (typically with the highest amplitude), several with reference
to this outermost well state red and blue detuned vibrational dimer states, and states with high 𝑛 show
additional 𝑁-mer contributions. The 𝛿 = 0 position corresponds to the pure atomic transition and is
obtained by fitting the atomic transition at low densities. A density-dependent red shift due to mean-field
effects as in reference [64] was not observed for the investigated, comparably low Rydberg states.

The dominating trend observed among the spectra is an with (𝑛 − 𝜇)−6
= 𝜈
−6 scaling decrease of the

binding energy. This trend is particularly evident for peaks with binding energies ranging from the dimer
state in the outermost potential well to 0. Notably, the outermost potential well states exhibit a precise
alignment with this trend, as illustrated by the rescaling of the x-axis with the inverted power law (see
paragraph below for a detailed explanation). The following observations are obtained: The outermost
potential well states deviate slightly from this trend for low 𝑛. Molecular states blue-detuned to the
dimer state of the outermost well appear to oscillate irregularly around the 𝜈

−6 trend. The number of

54



Chapter 4 Ultralong-range ytterbium Rydberg molecules

(a) Molecule spectra according to the two-photon detuning 𝛿.
𝛿 is equivalent to the binding energy of the molecular states.
All spectra are normalized.

(b) Molecule spectra with the 𝑥-axis rescaled by the power law
(cf. fig. 4.6) and normalized to the dimer peak in the outer
most potential well of the states with 𝑛 > 35.

Figure 4.5: Overview over molecular spectra of several Rydberg states at highest density.

molecular states blue-detuned to the dimer state of the outermost well varies for different 𝑛. Molecular
states red-detuned to the dimer state of the outermost well can be assigned to specific classes with each
class following a hyperbolic trend. The existence of these peaks can be plausibly attributed to a p-wave
shape resonance and the admixture of Butterfly states [75].

Additionally, to the peaks in the shown spectra, even more molecular states with large binding energies
blue- and red-detuned to the atomic transition were observed. Similar to the peaks with a very low
binding energy, these scale not with the power law. A more thorough examination of these phenomena is
beyond the scope of this thesis.

Power law and identification of the state in the outermost potential well. In the following
discussion, the binding energy scaling of the Rydberg spectrum will be discussed in more detail. To this
end, the extraction of all peak positions in the spectra is conducted by means of fits1, and a power law is
subsequently matched with the states. This approach is illustrated in figure 4.6.

1 More details on the fitting procedure and all fits can be found in the appendix, cf. A. Here, also a realistic review on the
quality of the fits is stated.
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Figure 4.6: Extracted positions of peaks. This is based on the fits in the appendix A. Details on each spectrum can
be seen here. The color code corresponds to the peak amplitude normed to the pure dimer peak height from the fit.
In contrast to figure 4.5(a), the peak height is corrected for effects of overlapping peaks, e.g for 𝑛 = 43 two states
overlap strongly. But in general, the dimer peak is most prominent.

The binding energy of the lowest molecular dimer state that forms in the outermost potential well can be
reliably predicted through a Rydberg atom size scaling argument [64]. The relation is given by a power
law of 𝐸𝐵 ∝ 𝜈

−𝑏. As the Rydberg electron wave function scales with 𝜈
2, the wave function volume scales

with 𝜈
6. The scattering potential scales analogously, and its mean depth 𝑉 = (

∫
𝑑𝑟

3
𝑉 (𝑟))/(

∫
𝑑𝑟

3) will
decrease anti-proportional to the volume. Therefore, 𝑏 ≈ 6. A fit of the dimer state in the outermost
potential well of the states with 𝑛 > 35 results in b=(6.0485 ± 0.0013) (cf. fig. 4.6). Deviations from the
exact power law can be attributed to slight alterations in the configuration of the outermost potential
well for low Rydberg states. These deviations may be attributed to effects related to the second valence
electron or to the momentum dependence of the scattering process and consecutive mixing of different
scattering channels at low Rydberg states. In [64] an exponent of (6.26 ± 0.12) was found for Rb. The
value for 174Yb shows less deviation from the theroretically predicted value of 6.

Since no other peaks align in the log-log plot in figure 4.6 no other peaks scale exactly with a power
law. The dimer states in the outermost potential well can be identified well. Further analysis was not
pursued. Subsequently, a comparison of these data with a theoretical model could provide a basis for
a full model of the states. Matt Eiles and Milena Simić were able to demonstrate a good agreement
between theory and experiment regarding the dimer state in the outermost potential well by adjusting the
s-wave scattering length to the presented data. Based on this they extracted an s-wave scattering length
𝑎𝑠 (𝑘 = 0) = −8.5 𝑎0 for the low-energy electron-neutral scattering of 174Yb. Adjusting the p-wave
phase shifts might yield a model for all other observed states.
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4.4 Permanent electric dipole moment of Rydberg molecules

The parameter that describes the behavior of a Rydberg molecular state in an electric field ®𝐸 is the
electric dipole moment [77]. In general, an electric dipole moment ®𝑑, arises from a separation of charges
and is calculated with the displacement vector ®𝑟 of the charge 𝑞 classically as

®𝑑 = 𝑞 · ®𝑟 . (4.5)

Every dipole moment causes a Stark effect, resulting in an energy shift given by

Δ𝐸Stark = ®𝑑 · ®𝐸 . (4.6)

Typically, dipole moments are given in Debye, where 1 Debye = 0.5 MHz/(V/cm) = 3.34×10−30 Cm =

0.39 𝑒𝑎0.
One differentiates between permanent or induced dipole moments. Rydberg atoms and molecules

possess induced dipole moments. An induced dipole moment is the result of the polarization of an
atom or molecule by an electric field. In general, that can be characterized by the polarizability 𝛼 for
small fields. This results in to ®𝑑 = 𝛼 ®𝐸 . Substituting this expression into eq. 4.6 yields a second-order
quadratic energy shift [77]. This effect was studied in section 3.3.1. The following demonstrations
will already account for an energy shifts due to an induced dipole moment according to the measured
polarizabilities of the different atomic Rydberg states, 𝑛.

Formation of a permanent electric dipole moment in Rydberg molecules. In contrast to the
induced dipole moment, a classical permanent electric dipole moment (PEDM) exists even without
an applied electric field and is caused by a permanent separation of charges. In general, permanent
dipole moments are not observed in homonuclear, ”chemically bound”, diatomic molecules such as
diytterbium Yb2, or Cs2, since these molecules have a symmetric structure with a symmetrical electron
distribution around the identical atoms. An exception to this are ultralong-range Rydberg molecules
[62]. In ultralong-range Rydberg molecules the symmetry is broken because the two atoms are in
electronically very different states and thus they can form PEDMs [77]. In Rydberg molecules, the
attractive electron-ground state polarization interaction results in the binding of the ground state atom
to the Rydberg atom (cf. sec. 4.1). This causes a disturbance of the Rydberg electron wave function
and an attraction of the Rydberg electron slightly to the position of the ground state perturber compared
to the rotationally symmetric Rydberg atom wave function [77]. The calculation of this effect can be
performed through diagonalization of the slightly perturbed electron eigenfunctions [59, 77]. Due to the
large extent of the Rydberg wave function even a slight pull to the region of the ground state atom and
can lead to a significant charge separation and thus from this semi-classical point of view to a PEDM.

From a quantum mechanical point of view, any molecule has to be described with a wave function. In
general, unperturbed eigenstates have definite parity, determined by the angular part of the wave function.
A pure state with definite parity cannot exhibit a permanent dipole moment, since the dipole operator
is odd and its expectation value vanishes2. However, the disturbance of the Rydberg electron wave

2 A quantum state 𝜓(®𝑟) has definite parity (even or odd) if 𝜓(−®𝑟) = +𝜓(®𝑟) or 𝜓(−®𝑟) = −𝜓(®𝑟). The electric dipole operator ®𝑑
is proportional to position (®𝑟), so has odd parity, since ®𝑟 → −®𝑟 under spatial inversion. For an electric dipole transition
between states 𝜓𝑖 and 𝜓 𝑓 , ⟨𝜓 𝑓 |®𝑟 |𝜓𝑖⟩ ≠ 0 only if the initial and final states have opposite parity. Therefore, for a state 𝜓(®𝑟)
with definite parity: ⟨𝜓 |®𝑟 |𝜓⟩ = 0.
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function by the ground state atom can admix states of opposite parity, breaking symmetry and allowing
the molecule to display a net dipole moment [60, 78]. A theoretical description and an experimental
observation of this effect in Rb by reference [60] proves the observation that homonuclear molecules can
possess a PEDM. The PEDM of Rb S-type Rydberg molecules decreases with 1/𝜈2 [60].

In 174Yb Rydberg atoms, the situation is due to the multi-electron character even more complex: Firstly,
the different channels converging to the same threshold show state mixing, i.e. the singlet-triplet mixing
between 1

𝑃1 and 3
𝑃1 series given by a state dependent MCQDT-mixing angle [26]. Secondly, some

states of different series are near degeneracy due to crossing quantum defects, i.e. the 1
𝑆0 and 3

𝑃1 states
around 𝑛 = 41 (cf. Lu-Fano plot in figure 2.1). That could lead to facilitated state-mixing. Taking this
into account a deviation from the 1/𝜈2 scaling is expected with a maximum PEDM probably around
𝑛 = 41.

Effect of a PEDM on molecular spectra in electric fields. As I will show with experimental data,
174Yb Rydberg molecular states exhibit PEDMs of approximately 1 Debye. According to equation 4.6 a
PEDM manifests as a linear energy shift [77]. However, due to the random orientation of molecules, a
spectrum of molecules that possess a PEDM displays a linear splitting of a large number of (nearly)
degenerate molecular rotational states leading to an effective linear broadening. Therefore, the main
experimental observation of the PEDM ®𝑑 is via the broadening of molecular peaks in dc-electric fields.
As illustrated in figure 4.7, this broadening is characterized by a flattening of the peak top and a decrease
in amplitude. Above | ®𝐸 | ≈ 1 V cm−1 the boarding is larger then the peak separation resulting in mixing
and overlapping peaks. The broadening trend of the dimer state of the outermost well peak (marker ∗) is
approximately linear with electric field. In general, the molecular states blue-detuned to the dimer state
of the outermost well, so less strongly bound molecular states, broaden similar fast as the state in the
outermost well. The red-detuned states to this molecular state broaden significantly faster (as the left
peak in the picture for 𝑛 = 39). To summarize: All observed molecular states exhibit PEDMs that result
in a linear broadening of peaks.

In contrast, the atomic transition shows almost no comparable broadening trend, but a decrease in
amplitude. This could indicate that, due to the perturbation by electric fields, the coupling, respectively
the transition matrix element between the new perturbed states is modified compared to the initially
involved states. A quantitative comparison of the model and experiment was not performed and deeper
investigation of this observation needs to be assessed in the future.

Modeling of line broadening through a PEDM. This paragraph provides a more detailed quantitative
description of the broadening. Due to ®𝑑 the molecule states experience in an applied electric field ®𝐸 an
additional energy shift Δ𝐸 = − ®𝑑 ®𝐸 that depends on the spatial arrangement of ®𝑑 and ®𝐸 .

Intuitively, each molecules binding energy can deviate now maximally by additional Δ𝐸max = ±| ®𝑑 | | ®𝐸 |.
The resulting line shape at | ®𝐸 | > 0 can be simulated by summing over high number of single unperturbed
line shapes (e.g. observed at | ®𝐸 | = 0) that each have a randomly sampled spherically homogeneous
distributed PEDM ®𝑑. This is equivalent to a randomly sampled center frequency of the lines shifted by
Δ𝐸 = | ®𝑑 | | ®𝐸 | cos(𝜃) according to a uniform distribution of cos(𝜃) ∈ [−1, 1]. This takes the spherically
homogeneous character into account. The resulting line shape is illustrated in figure 4.8.

An analytical model for the line broadening is given by the following arguments: The broadening of
the line is determined by the probability distribution P(Δ𝐸). P(Δ𝐸) can be calculated by the argument
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n = 35 n = 39

(*)

(*)

Binding energy (MHz)Binding energy (MHz)

Figure 4.7: Broadening of molecular peaks in an electric field along Y-axis for two Rydberg states. The x-axis
states the binding energy relative to the center the atomic transition estimated by a Lorentzian fit of the atomic
peak. This way, the quadratic stark shift of the two-photon transition is compensated. The FWHM of the dimer
groundstate peaks (red line) is a visualization of the broadening and is obtained after applying a running average of
4 data points (grey line). The electric field was applied along the y-axis.

that the cumulative distribution CDF(Δ𝐸) and CDF(cos 𝜃) must be equivalent for all Δ𝐸 and cos 𝜃:

CDF(Δ𝐸) =
∫ Δ𝐸

− ®𝑑 ®𝐸
P(Δ𝐸) dΔ𝐸 =

∫ − cos(𝜃 )

−1
P(cos 𝜃) d cos 𝜃 =

1
2
[1 − cos 𝜃] = CDF(cos 𝜃).

Here cos 𝜃 ∈ [−1, 1] and P(cos 𝜃) = 0.5. After substituting cos 𝜃 = −Δ𝐸/(| ®𝑑 | | ®𝐸 |) and its derivation
follows

P(Δ𝐸) = d
dΔ𝐸

1
2

[
1 + Δ𝐸

| ®𝑑 | | ®𝐸 |

]
=

{
1

2 | ®𝑑 | | ®𝐸 |
if |Δ𝐸 | < | ®𝑑 | | ®𝐸

0 else
=

1
2| ®𝑑 | | ®𝐸 |

Θ

(
| ®𝑑 | | ®𝐸 | − |Δ𝐸 |

)
with the Heavyside function Θ. The final line shape 𝑓 (𝐸) for a molecule state with binding energy 𝐸0 is
given by the convolution

𝑓 (𝐸) ∝ L(𝐸, ...) ∗
(

1
2| ®𝑑 | | ®𝐸 |

· Θ( | ®𝑑 | | ®𝐸 | − 𝐸)
)

(4.7)

with L(𝐸, ...) being the line shape of the molecular peak without an applied field.
As a consequence of equation 4.7, the broadening of an initial known peak shape is determined solely

by a single parameter, the broadening 𝐵 = | ®𝑑 | | ®𝐸 |. This parameter is coupled to the width and height of
the new peak. Therefore, the absolute dipole moment | ®𝑑 | can be obtained directly from a single spectrum
if the field | ®𝐸 | and broadening B are known.
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Binding energy (MHz)

Figure 4.8: Illustration of the broadening mechanism of a molecular state with a PEDM. The initial line shape
is assumed to be Lorentzian with a width Γ = 2 MHz, for the probability distribution 𝑃(Δ𝐸), I assumed
| ®𝑑 | | ®𝐸 | = 3.5 MHz. The convolution (cf. eq 4.7) is processed with np.convolve(). The sum of Lorentzians with
randomly sampled center-frequency is in perfect agreement with the calculated convolution.

Extracting PEDMs. In figure 4.9(a), a fit of equation 4.7 to the data set with 𝑛 = 37 is presented.
Fits of 𝑛 = 35 and 𝑛 = 39 are presented in the appendix A. The following is a concise overview of the
fitting procedure: Prior to the fitting process, each individual spectrum is normalized to the atomic
transition after correcting for the deadtime nonlinearity (cf. sec. 2.3.2.3) to compensate the general
decrease of overall signal amplitude3 at higher fields. All spectra are aligned to a Lorentzian fit of
the atomic peak frequency to compensate the quadratic Stark shift. Subsequently, a fitting range is
selected based on the separation of peaks. As a first step, a precise modeling of the initial, unperturbed
molecular line is crucial for the precise fitting of the broadening. Motivated by observation the shape of
the field-unbroadened (but Fourier-broadened) peak at | ®𝐸 | = 0 is approximated with a model consisting
of a sum of two Lorentzians, each with the same center frequency and coupled width and amplitude. For
𝑛 = 37, the following parameters are determined: Γ1 = (0.160 ± 0.011)MHz, Γrel = (0.183 ± 0.012),
and Amplrel = (2.68 ± 0.43). As a second step, the broadening is fitted to the data with the only
free parameter being 𝐵 = | ®𝑑 | | ®𝐸 | and an x-shift 𝑥0. The later can compensate small differences of the
quadratic Stark shift between molecular and atomic states. The fit function interpolates the data points to
upscale the sampling of the step function Θ by a factor 5. To avoid numerical artifacts at the edges of the
convolution, the data is zero-padded, while L(𝐸, ...) is calculated for the zero-padded data points. The
convolution is performed using scipy.signal.convolve(..., method=’direct’). After the calculation, the
result L(𝐸, ...) is mapped back onto the data resolution.

Overall, the fit shows a good agreement to the data both in width and in amplitude for low fields. This
verifies a peak shape change dominated by the effects described above related to the PEDM. For higher
fields a small descriptancy of the model to the data is given at the edges of the peaks, where the fit
systematically overestimates the broadening. This effect increases at higher fields. Possible explanations
are: Firstly, the broadened neighboring peaks create an offset. A further optimization of the fitting could
be to include also neighboring peaks in a more complex model. Secondly, the amplitude estimation
may be flawed due to the convolved situation of detector nonlinearity and a diminution4 of the overall

3 A decrease of the amplitude of atomic and molecular peaks increasing with applied field was observed but not deeper
investigated. Possible explanation could be a reduction of Rabi-frequency in electric fields.

4 See footnote on the last page.
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amplitude of the full signal in electric fields. Further analysis could include a decoupling of amplitude
and width in the broadening model. Therefore, only the two lower fields were included in further analysis.
The parameters obtained for the lowest electric field have the smallest fit error. Utilizing a linear fit
with a fixed origin, the dipole moment can be extracted, as demonstrated in figure 4.9(b). For all three
investigated Rydberg states, the first two fields align very well to a linear relation.

In addition, a slight red shift of the peak center is visible. This effect is attributed to the disparity
between the quadratic stark shift in the molecular state and that in the atomic state. Given that the atomic
state was employed to compensate for the quadratic stark shift, a minor relative frequency drift of the
molecular levels can be discerned.
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(a) Fit for the in an electric field broadened molecule spectrum
for 𝑛 = 37. The field was applied along the y-axis. Each
spectrum is normalized after the detector nonlinearity was
corrected and aligned to the atomic transition. A very detailed
description on the fitting routine can be found in the text. For
higher fields the fit overestimates the broadening.
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fit with fixed origin provides the dipole moment. Fits for
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first two applied fields resulted in good fits. The error on B
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on the field.

Figure 4.9: Extraction of the dipole moments for 𝑛 = 35, 37, 39

Scaling of the PEDM with Rydberg states 𝒏. As illustrated in Figure 4.9(b), the PEDM varies
between different Rydberg states. In particular, it increases at 𝑛 = 39 compared to the two lower Rydberg
states. A graphical analysis shows, that for different Rydberg states 𝑛 an increasing trend of the PEDM
in the range of 𝑛 = 27 to 39 towards 𝑛 = 41 can be found. As discussed above, there is little literature
examining the scaling of the PEDM of S-type Rydberg molecules with 𝜈. Our experimental results are
contradicting the analysis of [60], where a 1/𝜈2 decreasing trend was observed for Rb.

The increasing trend of the PEDM towards 𝑛 = 41 is probably a hint towards the mechanism of
dipole moment formation that was described in the introduction to PEDMs of Rydberg molecules. The
enhanced mixing of states with different parities increasing towards the state 𝑛 = 41 is probably mapped
on the PEDM formation. Therefore, it can be concluded that the PEDM has the potential to serve as an
effective tool for demonstrating MCQDT-related effects in a novel manner.
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CHAPTER 5

Towards Rydberg nonlinear quantum optics

This chapter establishes a connection to the introduction, offers insight into field of Rydberg polaritons
physics and illustrates associated phenomena. The two fundamental concepts under consideration are
electromagnetically induced transparency and the Rydberg blockade. In the ensuing two sections, both
phenomena will be discussed in brief, with the discussion supported by measurements obtained with
single-photon counters and a simulation.

Electromagnetically induced transparency (EIT). The first building block leading to the concept
of nonlinear quantum optics is EIT. The two-photon excitation and the in previous chapters used
Raman-excitation path is introduced in figure 2.5. In contrast to the Raman-excitation, the ”EIT”-case
refers to an excitation with Control and Probe detunings Δ𝑃 = Δ𝐶 = 𝛿 → 0. EIT arises due to the
destructive interference of absorption pathways of two dressed-state resonances [10]. This leads to a
reduction of population in the intermediate state |𝑒⟩. The effect of an EIT-medium on a weak Probe light
field, assuming a strong Control light field, is given by the susceptibility

𝜒EIT = 𝜒0

(
4𝛿( |ΩC |

2 − 4𝛿ΔP) − 4ΔP𝛾
2
13

| |ΩC |
2 + (𝛾12 + 𝑖2ΔP) (𝛾13 + 𝑖2𝛿) |

2 (5.1)

+ 𝑖
8𝛿2

𝛾12 + 2𝛾13( |ΩC |
2 + 𝛾13𝛾12)

| |ΩC |
2 + (𝛾12 + 𝑖2ΔP) (𝛾13 + 𝑖2𝛿) |

2

)
[10, 79],

where 𝜒0 = ( |𝜇𝑒𝑔 |
2
𝑁)/(𝜖0ℏ𝑉), 𝑁 is the amount of atoms contained in the volume 𝑉 , 𝜇𝑒𝑔 the transition

dipole matrix element, ΔP is the Probe detuning, and 𝛾12 and 𝛾13 the dephasing between |𝑔⟩ and |𝑒⟩ and
|𝑔⟩ and |𝑟⟩.

In the experiment, EIT can be observed in the transmission 𝑇 of photons. The transmission of light in
a medium can be expressed by using the imaginary part of 𝜒 and can be modeled by

𝑇 = exp
(
−OD𝛾21

2
· Im(𝜒/𝜒0)

)
[10, 39]. (5.2)

Here, OD denotes optical density. For Δ𝐶 = 0 the equation 5.2 has a local maximum at 𝛿 = 0. This
means that in this case, despite being fully resonant to the strong single-photon absorption (which without
a control beam leads to a complete absorption of the Probe photons), one can observe a transmission of
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the Probe photons. The level of transmission depends on the OD, 𝛾21 and 𝛾13. In the experiment, one
can increase the transmission of the Probe photons by increasing the control power while keeping the
single-photon absorption constant.

The experimental data in figure 5.1 is fitted to the theoretical model, as outlined in equation 5.1,
demonstrating a high degree of agreement. The EIT’s features are revealed at two distinct control powers
(cf. 5.1(a) and 5.1(b))

(MHz)

(a) EIT with 𝐼C,Peak = (24.8 ± 1.2)W mm−2, 𝑂𝐷 =

(25.36± 0.19), 𝛾21 = (0.173± 0.025)MHz, Ω𝐶 = (15.73±
0.46)MHz.

(MHz)

(b) EIT with 𝐼C,Peak = (156.6 ± 7.8)W mm−2, 𝑂𝐷 =

(23.10± 0.25), 𝛾21 = (0.146± 0.043)MHz, Ω𝐶 = (34.85±
0.45)MHz.

Figure 5.1: Measured electromagnetically induced transparency (EIT) in the weak Probe limit. The probe
detuning Δ𝑃 is varied and the Control detuning is set to Δ𝐶 = 0. The intensity is calculated from a Control
power measurement and a beam waist of 𝜔0 = 16 µm. The measurement was done at a low density, the OD
reduces in the second picture due to Control beam induced heating. A higher control Intensity increases the
transparency around the Probe detuning Δ𝑃 = 0. Eq. 5.1 was fitted to the data. The Rabi frequency Ω𝐶

obtained from the fit scales approximately with
√︁
𝐼C, Peak as for the in this figure shown measurements follows:√︁

𝐼C, Peak, low/
√︁
𝐼C, Peak, high = (0.391 ± 0.014) ≈ ΩC, low/ΩC, high = (0.451 ± 0.015). Deviations are probably to

too little sampling of the EIT-peak, or a not perfect fit.

In contrast to the imaginary part of 𝜒, that determines the transmission 𝑇 (𝑥), the real part can be
connected to the refractive index 𝑛 [5], and via the dispersion relation to the group velocity 𝑣gr of the
Probe photons in the medium according to

𝑣group =
d𝜔𝑝

d𝑘 𝑝

���
𝛿=0

=
𝑐

𝑛 + 𝜔𝑝
d𝑛

d𝜔𝑝

with 𝑛 =
√︁

1 + Re[𝜒] [10]. (5.3)

Here, 𝜔𝑝 and 𝑘 𝑝 are quantities of the Probe light. In EIT conditions, so when 𝛿 = 0 and Δ𝑝 = 0, the
Re[𝜒] shows a steep slope resulting in a small 𝑣gr. The slope d𝑛

d𝜔𝑝
increases with decreasing Ω𝐶 [10]. It

can be deduced that a significant decrease in group velocities is to be expected on the EIT resonance
at lower Control powers. Therefore, demonstrating a delay of light in the atomic medium is another
visualization of EIT. A qualitatively measured slow light effect is presented in figure 5.2(a). A Control
power dependent delay of the Probe pulse up to 0.4 µs was measured. Due to the fact that this was
not the primary focus of this thesis, a more in-depth investigation was not pursued. Future exploration
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could include more suitable pulse shapes, e.g. a Gaussian instead of the used Tukey-shape, to make
the delay effect better distinguishable from noise and effects that lead to pulse distortion. In order to
achieve even lower group velocities 𝑣gr, a more substantial reduction in control Power in combination
with a high atomic density could be implemented. Reference [11] demonstrates a reduction of 𝑣gr down
to 17 m s−1 in a Na Bose condensate. The low group velocity leads to an effective compression of the
Probe photon pulse in the medium by the factor 𝑣gr/𝑐vac and the energy of the photons is temporarily
stored in the medium as dark-state polaritons [10, 39]. The slow light effect contributes to storage and
retrieval experiments of photons [39].

Rydberg blockade. The second building block of nonlinear quantum optics is the Rydberg blockade
and its implications in the interaction between individual Rydberg polaritons.

The high polarizability (scaling with 𝜈
7 [6], as demonstrated in figure 3.10(a)) makes Rydberg atoms

very sensitive to external fields [9]. For Rydberg S-states follows: Even though single Rydberg atoms
have no dipole moment without an applied field, two atoms may interact via a second-order effect of
dipole-dipole interaction resulting in a van-der-Waals interaction potential 𝑉 (𝑅) ∝ 𝐶6

𝑅
6 with a coefficient

𝐶6 ∝ 𝑛
11 [9]. If the corresponding required additional energy for a Rydberg excitation succeeds the line

width of the involved transitions and lasers, effectively the atomic ensemble around a Rydberg excitation
is tuned out of resonance in a blockaded sphere with radius 𝑟𝑏 [7, 8]. In the Raman-case (assuming
|Δ𝑃 | ≫ 0 and classical Probe field ΩP) follows

𝑟𝑏 =

(
𝐶6
ℏΩeff

) 1
6

[9].

If a prepared atom cloud with 𝑁 atoms is fully in the blockaded volume of any single Rydberg excitation
in this cloud, this many particle state can be reduced to a simpler model - a Rydberg Superatom [9].
The model of a ideal Superatom is effectively a two-level system, consisting of a state with all atoms in
|𝑔⟩, and a superposition state of all possible single excitations |𝑟⟩ while all other atoms being in |𝑔⟩.
Preparing a dense atom cloud, and not only a single atom, yields the big advantage of a collectively
enhanced the coupling of a photon and the cloud. Superatoms are already studied extensively [9, 80].

The model of a single Superatom can not be applied to the YQO experiment. Our atomic cloud can
contain in axial direction multiple Rydberg excitations as the cloud is an order of magnitude longer than
the blockade radius 𝑟𝑏. An estimation of the order of magnitude on how many Rydberg excitations could
fit into the atomic cloud prepared in the YQO-setup is illustrated for one specific set of experimental
conditions with a classical Monte-Carlo simulation in figure 5.2(b). The blockade radius strongly
depends on the 𝐶6-coefficient and the Rabi-frequency Ωeff. The 𝐶6-coefficient shows resonances around
𝑛 = 55 and 𝑛 = 97, visible as vertical stripes in figure 5.2(b). The Rabi-frequency Ωeff for a detuning Δ𝑃

and a Rydberg state 𝑛 is determined by the choice of power (photon number) of Probe and Control, but
also depends on the atom position in the atomic cloud relative to the Gaussian beam. For state with the
highest 𝐶6-coefficient, that can form 𝑛 = 97 approximately a maximal number of 10 Rydberg excitations
can form a fully blockaded ensemble under the specific conditions of the simulation.

If a few-photon Probe pulse is sent under EIT conditions into such an ensemble, an interaction of the
polaritons in the cloud can occur and will be mapped onto the transmitted photons. This paves the way
to Rydberg nonlinear quantum optics with our YQO setup.
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(a) Slow light demonstration. The reference pulse was taken
without atoms, the signal pulse with atoms. The signal pulse
experiences EIT and is delayed. A Tukey pulsea was fitted to
the data. The shape does not change significantly, but both
edges of the pulse pick up a significant delay, that increases
with decreasing Control power (or transmission of EIT). Only
one measurement is presented here. The discrepancy of
rising and falling edge might arise through pulse distortion
effects related to Rabi oscillations or blockade physics. A
simple estimation yields the following result: A photon delay
of 0.4 µs in a 50 µm long, homogeneous medium would
correspond to a light group velocity of 125 m s−1 in the
medium.

a The here used Tukey pulse 𝑇 (𝑡) function is defined as

T(𝑡, 𝑎, 𝑏, 𝑟, 𝑡0, 𝑡1) =


𝑏, 𝑡 < 𝑡0

𝑎 · 𝐿Tukey

(
𝑡 − 𝑡0
𝑡1 − 𝑡0

, 𝑟

)
+ 𝑏, 𝑡0 ≤ 𝑡 < 𝑡1

𝑏, 𝑡 ≥ 𝑡1

where 𝑎 is the amplitude, 𝑏 is the background level, 𝑟 is
the taper ratio (or shape parameter), 𝑡0, 𝑡1 are the start and
end times of the pulse, 𝐿Tukey (𝑥, 𝑟) is the Tukey window
function. 𝐿Tukey (𝑥, 𝑟) is defined as:

𝐿Tukey (𝑥, 𝑟) =



1
2

[
1 + cos

(
2𝜋
𝑟

(
𝑥 − 𝑟

2
) )]

, 0 ≤ 𝑥 < 𝑟
2

1, 𝑟
2 ≤ 𝑥 < 1 − 𝑟

2
1
2

[
1 + cos

(
2𝜋
𝑟

(
𝑥 − 1 + 𝑟

2
) )]

, 1 − 𝑟
2 ≤ 𝑥 ≤ 1

0, otherwise
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(b) Monte Carlo simulation of Rydberg excitations in the
atomic cloud. The simulation gives answer to the question:
If a weak Probe pulse is sent into the atomic cloud with fixed
experimental conditions, what is the maximum number of
Rydberg excitations that would fit into the atomic cloud with
the densest packing possible assuming a classical blockaded
sphere with radius 𝑟𝑏 around each Rydberg atom. The atomic
cloud is assumed to be a cigar-shaped, gaussian distribution
of 𝑁 = 104 atoms with 𝜎𝑧 = 60 µm and 𝜎𝑟 = 10 µm. The
beam waists are 𝜔0,𝑃 = 8 µm and 𝜔0,𝐶 = 45 µm. The
Control power is varied and the Probe photon number is set
to 𝑁Probe Photons = 5 in a 10 micro/second long pulse. The
simulation operates at a Raman-transition with Δ𝑃 = −Δ𝐶 =

1 GHz and 𝛿 = 0. The simulation does many repetitions of
a simulated Probe pulses. In each step, each atom tries a
transition to a Rydberg state with a probability proportional
to the Rabi-frequency Ωeff at the atoms position. Ωeff is
calculated in 3-dimensions with eq. 2.2. The excitation of
an atom is only permitted under the following conditions:
The atom in question is not within the blocked sphere of
another existing Rydberg atom. Another Rydberg atom is not
within the blocked sphere of the Rydberg atom in question.
The size of the blockaded sphere is given by the blockade
radius 𝑟𝑏 from equation 5. Next to an excitation, in each step
also a deexcitation is possible with a probability proportional
to the Rabi-frequency Ωeff. This allows a rearrangement
of excitations towards the most efficient packing. After 10
to 20 repetitions, the simulation reaches a steady state with
the maximum number of Rydberg excitations. In total 40
repetitions are performed. The maximal number of excitations
is calculated by a mean of the last repetitions. More details
can be found in appendix B.

Figure 5.2: Demonstration towards Rydberg nonlinear quantum optics.
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CHAPTER 6

Conclusions

During my thesis work, I worked on the Ytterbium-Quantum-Optics (YQO) experiment. To recapitulate:
The main objective of the YQO experiment is to explore Rydberg nonlinear quantum optics by using
ultra-cold atoms of the earth-alkaline-like species ytterbium (174Yb).

Summary of this work. A core part of this thesis covers the upgrade of the YQO experiment by
means of an ion detection system. The system has been utilized for the investigation of atomic and
molecular Rydberg physics with ytterbium (174Yb).

In section 2.3.2, I introduced a system to detect Rydberg atoms, consisting of two components: The
electric field control, which provides after the optimization process pulsed electric fields up to 75 V cm−1

with a high stability and short rise time of 30 ns to ionize the Rydberg atoms and the Microchannel Plate
that offers a high detection efficiency (𝜂 > 50 %). The high signal-to-noise ratio of this detection scheme
paired with the ability to do pulsed experiments with a repetition rate of up to 10 kHz facilitates rapid
data acquisition and versatile usage in spectroscopy applications. This is demonstrated in chapters 3 and
4.

My contributions to the exploration of the atomic properties of ytterbium (174Yb) are presented in
chapter 3. On the one hand, ionization mechanisms were explored: For the ionization of high Rydberg
excitations (𝑛 > 51) - as will be used in the context of future nonlinear quantum optics experiments -
ionization via field ionization has been identified as the predominant mechanism. However, ionization
for Rydberg states far below the semi-classically calculated field ionization threshold has been observed,
with a measured ionization efficiency of 0.5 % at states around 𝑛 = 30. The detection scheme for Rydberg
atoms presented in this thesis can be utilized to study Rydberg states down to this limit. On the other
hand, building upon the later observation, high precision spectroscopy was performed to characterize
AC- and DC-Stark shifts. The resulting polarizabilities of different Rydberg states demonstrate a similar
trend with a reference (cf. fig. 3.10(b)).

I also contributed to the first major application of the ion detection system: The sensitive, state-selective
detection of the Rydberg atom population enabled the acquisition of a large data set of Rydberg molecule
spectra at different densities (cf. fig. 4.5). A comparison to theory will allow the extraction of fundamental
properties of the 174Yb electron-neutral scattering in the low energy regime. In section 4.3, I present the
formation of different classes of polyatomic Rydberg molecules (dimers, trimers, etc.). The dimer state in
the outermost potential well was identified across different Rydberg states. In section 4.4, the permanent
dipole moment of 174Yb Rydberg molecules is modeled and estimated to approximately 1 Debye.
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Chapter 6 Conclusions

All in all, my main contribution to the YQO experiment was the successful development of a highly
sensitive, state-selective detection system based on ionization and its application in several measurements
to explore Rydberg physics of ytterbium.

Future use of the ion detection system. In the future, the ion detection system will support many
experimental tasks towards the main goal of the YQO experiment to demonstrate nonlinear quantum
optics based on ytterbium. Chapter 5 contains the first steps towards the demonstration of Rydberg
nonlinear quantum optics, such as EIT.

The detection of probe photons is a fundamental tool in the investigation of EIT, the study of photon
correlations, and the execution of storage and retrieval experiments [5, 9]. Next to that, the ion detection
system provides a novel perspective on the Rydberg dynamics in the medium.

The ion detection system can quantify the Rydberg population present within the atomic cloud. This
can be used, for example, to characterize how close an atomic cloud is to being completely blockaded,
similar to reference [81], where the blockade of atomic Rb ensembles was demonstrated. For this
purpose, a methodology analogous to the one outlined in section 2.3.2.3 could be employed to align
the ion counts and the actual Rydberg excitations. One challenge that remains here is the nonlinearity
of the detector (cf. fig. 2.20). A potential method of circumventing this limitation involves tuning the
MCP to a lower detection efficiency, characterizing the detector at a state with a low 𝐶6-coefficient, and
subsequently transitioning to a higher Rydberg state to demonstrate the blockade.

Another possible application could be the position-resolved detection of Rydberg excitations in atomic
clouds, similar to reference [82]. Here, a most probable separation between two adjacent Rydberg
Superatoms was found for a chain of Superatoms. In the neighboring experiment RQO, which has
a similar experimental setup, a spatially resolved ion spectroscopy was already performed to detect
Rydberg population position-resolved in dimple traps [83]. In the YQO experiment this can be also
implemented: A separate, highly focused 369 nm laser is planned to be used to drive transitions from
Rydberg states to auto-ionizing states. This can be used to ionize Rydberg polaritons in the cloud
position dependent. The ion detection system presented in this thesis has the capacity to detect the
aforementioned ions, thereby facilitating the reconstruction of the polariton density within the atomic
cloud. The additional application of weak electric fields before the ionization could be used to modify
the initial positions of photoionized ions, thereby introducing a position-dependent delay on the ions.
This could facilitate the mapping of the position of a Rydberg atom to the arrival time on the MCP.

Additionally, the ion detection system can assist the further characterization of the consequences of
the deposition of free charges by the two-photon ionization via the Control light (cf. fig. 3.8). Similar
to Rydberg excitations, free ions will also cause a blockade effect in the cloud [84]. This affects all
experiments that are based on the concept of Rydberg polaritons.

Finally, the ion detection system was demonstrated to be a highly effective tool for conducting precise,
low-noise spectroscopy with minimal need for a high repetition rate of experimental cycles. This will
offer great benefits for quicker characterizations and tuning of the experiments precisely to atomic
resonances or to any other state of operation.
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APPENDIX A

Appendix: Details on fitting Rydberg molecule
spectra

Fits for the peak position estimation

In fig. 4.6 the positions of peaks in many spectra are presented.
The process of fitting is exemplary discussed in sec. 4.3 for 𝑛 = 42. In these fits a lot of decisions are

made by me, e.g.: How to choose the used line shape, how to choose an initial guess, whether it makes
sense to correct the deadtime-nonlinearity, and what density to choose. These decisions might introduce
systematical errors and an confirmation bias. The well aligned dimer states in the outermost potential
well suggest, that we can trust also the positions of all other peaks. In particular, I would like to point out
two points, that are challenging.

• For each state, data for many different densities exist. For each fit one has to make a decision
whether low or high density will lead to a more precise result. Low densities will induce uncertaintis
on the peak position determination due to a low signal. High densities will give rise to formation
of trimers. In general, I choose intermediate to high densities. At higher densities, a coupled
model has to be used to capture all peaks. The amount of free parameters is reduced by using a
coupled model. In the range 𝑛 = 40 to 43, it makes sense to fit dimers and trimers. Additional
dimer peaks can even attribute to the position determination, as the dimer and trimer positions are
coupled. How to choose which peaks are assigned to be a dimer or trimer, is explained in detail in
chap. 4.3. In the following, I did not include some very small and broad peaks, even though they
are clearly identifiable as a dimer. In the following fit examples, some of the spectra include two
densities to help distinguishing 𝑁-mer classes. At 𝑛 = 45, many N-mers have to be included. This
leads to overfitting of the (𝑁 > 2)-mers, but the position determination is given mostly by the
more intense dimer peaks, and therefore still possible to a good extend. An even further reduction
of free parameters is not possible with the theoretical knowledge we have so far.

• The choice of line-shape is less relevant for peaks with a high binding energy, as these are well
distinct and have little overlap to each other. These peaks can be modeled well with a Lorentzian.
This was done for all 𝑛 < 41. Peaks close to the atomic transition and with narrowly spaced
binding energy gain an additional uncertainty on the peak position. The approach to model peaks
with a double Lorentzian sum line shape is demonstrated for 𝑛 = 42 in chap. 4.3. In general, this
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Appendix A Appendix: Details on fitting Rydberg molecule spectra

approach is done as following: To the blue and about 20 % to the red of the atomic transition a
model consisting of two lorentzians with the same position and a coupled amplitude and width
is fitted. Once the amplitude and width ratios are fixed, this line shape is used with a global
amplitude and width for all lines. This approach clearly has several limitations since it is an
optimization of the model based on observation and not on physics. Firstly, fitting all peaks
with the same line shape might neglect the changing strength of molecular state dependent and
density dependent broadening mechanisms, e.g. broadening by the finite lifetime. The lifetime
of molecular states is highly individual for every state and at different densities the lifetime is
reduced by inelastic collisions. Secondly, the significant skewedness of the atomic transition can
not be compensated, due to the highly nonlinear density decay during the pulses. This affects
most significantly very shallow bound states. Thirdly, to enable fitting the same curve to each
peak requires a precise knowledge on the ion count height. To compensate for technical effects,
the deadtime-nonlinearity calibration can be used (cf. sec. 2.3.2.3). The correction is limited by
the fact, that some counts of the atomic transition go even above the valid range of the in this
thesis performed deadtime-nonlinearity calibration (only up to ≈ 4 ion counts). This can not be
corrected quantitatively correctly! Additionally, the calibration assumes that the shape of the ion
pulse is constant for all observed spectra. This is obviously not perfectly given, since the ionization
(time) dynamics are quite complex (cf. sec. 3.1.2).

The fit results look still acceptable and well matching. A comparison to a working theory model will
make it possible to identify potentially misidentified or not identified peaks.

All fit results
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Figure A.1: Spectra for Rydberg states n = 32 and 33.
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Figure A.2: Spectra for Rydberg states n = 30 and 35. For 𝑛 = 30 only dimers were fitted.
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Figure A.3: Spectra for Rydberg states n = 34 and 37. For 𝑛 = 34, the leftmost peak is harmonic to the first and
third peak from the right. It was not fitted here as dimer, even if trimer formation is unlikely at this n.
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Figure A.4: Spectra for Rydberg states n = 39 and 40.
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Figure A.5: Spectra for Rydberg states n = 36 and 41.
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Figure A.6: Spectra for Rydberg states n = 42 and 43.
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Figure A.7: Spectra for Rydberg states n = 45.
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Overview of all scan hyper parameters to trace back the raw data

Table A.1: Overview of all density scans, the used iterator is in the legend of the figures.

n Date Scannums
35 2025/01/13 1–210
37 2025/01/24 362–805
40 2025/01/10 2862–4018
42 2025/01/21 17–243
45 2025/01/17 237–986
41 2025/02/07 1–646
30 2025/02/21 6–348
43 25/02/26 48-145, 184 - 318
39 25/02/27 193-422
36 2025-03-01 2192-2735
32 2025-03-04 1-393,
33 2025-03-09 1-338
34 2025-03-11 High 536-812

Fits of broadening of peaks in an electric field

Next to 𝑛 = 37, the broadening of molecular spectra in electric fields was measured and fitted for 𝑛 = 35
and 𝑛 = 39. Details on the fitting routine are mentioned in the sec. 4.4. For the two fits below no
deadtime-nonlinearity calibration was done, as for these spectra this step did not improve the fit, 𝑛 = 39
has quite high ion counts above the valid range of the deadtime-nonlinearity calibration

For the first two fields, the fit agrees quite well, for high fields, in both states very broadened peaks on
the red side lead to a background at the right edge of the fit range (given by the solid line). This leads to
a shift of the center frequency of the fit, that is not according to the linear Stark shift. These higher field
measurement will not be further used. Steps on the further evaluation of the fits can be found in sec. 4.4,
too.
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Figure A.8: Fits of the broadened spectra for Rydberg states n = 35 and 39.
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APPENDIX B

Details on the Rydberg exitation in a cloud
simulation

Figure B.1: Visualization of the simulated Rydberg excitation of atoms in 2D and 3D for 𝑛 = 55 and the parameters
stated below fig. 5.2(b).

On the right side in figure B.1, the atomic cloud is shown in three dimensions. Here, the Z-axis is
the propagation of the Probe and Control beams and the cigar shaped atomic cloud. Here one limit
of this classical simulation is visible. Due to the repeated excitations until full saturation of the cloud
with excitations, also atoms in the Gaussian tails of the atomic cloud can be excited. In a one pulse
experiment, these low density regions would not couple to light strongly and contribute significantly to
total number. In a next iteration step of this simulation this could be taken into account.

On the left side in figure B.1, one sees a radial cut through the atomic cloud. The blockade radius is
dependent on the position of the atom relative to the probe beam waist due to the changing Rabi frequency.
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The total effective Rabi frequency (cf. eq. 2.2) is determined by the individual Rabi frequencies Ω𝑃

and Ω𝐶 . In general, Ω is given by the product of the electric field ®𝐸 and the dipole matrix element
𝑑. The reduced dipole matrix elements to the Rydberg state were provided by Frederic Hummel, the
reduced dipole matrix element of the Probe transition 6𝑠2 1

𝑆0 → 6𝑠6𝑝 1
𝑃1 is given by the equation,

that connects the spontaneous decay rate of a fine-structure transition with the reduced matrix element
(cf. eq. 7.305 in ref. [48]). The full matrix elements were obtained by multiplying with the corresponding
Clebsch-Gordon-Coefficient 1

√
3 of the 1

𝑆0 to 1
𝑃1 state. In the left plot, the size of the probe waist is

drawn. The varying Probe power across the cloud causes a change of Rydberg blockade radii.
Additional, an interesting effect is visible: The excitation seem to avoid in this snapshot, that represents

the densest packing, the center of the probe beam - despite the highest Rabi frequency in the center.
Apparently, this arrangement represents the most efficient packaging. Whether this effect would be
observed in the experiment too is unclear.
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